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ABSTRACT 
Voice interaction has long been envisioned as enabling users to 
transform physical interaction into hands-free, such as allowing 
fne-grained control of instructional videos without physically dis-
engaging from the task at hand. While signifcant engineering 
advances have brought us closer to this ideal, we do not fully un-
derstand the user requirements for voice interactions that should 
be supported in such contexts. This paper presents an ecologically-
valid wizard-of-oz elicitation study exploring realistic user require-
ments for an ideal instructional video playback control while cook-
ing. Through the analysis of the issued commands and performed 
actions during this non-linear and complex task, we identify (1) 
patterns of command formulation, (2) challenges for design, and 
(3) how task and voice-based commands are interwoven in real-
life. We discuss implications for the design and research of voice 
interactions for navigating instructional videos while performing 
complex tasks. 
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• Human-centered computing → Empirical studies in inter-
action design. 
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1 INTRODUCTION 
When people learn physical tasks by watching and following online 
videos, such as cooking and home repair, voice interaction has been 
envisioned to facilitate task completion by allowing learners’ hands 
to remain in the task while still navigating through the instructional 
videos. 

Learning how to cook pertains to a complex non-linear environ-
ment that requires working memory to put in the correct amount 
of ingredients in a certain order, tacit knowledge of how to manip-
ulate the ingredients into certain states (e.g., kneading and cutting), 
domain knowledge to solve problems, and multi-tasking skills to 
coordinate the preparation of diferent parts to be completed at the 
same time. As such, to follow a cooking instructional video, users 
often engage in non-linear navigation behavior, often jumping back 
and forth to understand the content [21], check the status, control 
the pace, navigate to a given point of interest [62], and potentially 
search for additional information. 

Cooking instructional videos represent a challenge and an oppor-
tunity for voice user interfaces (VUIs). Commercial voice assistants 
with screens, such as Amazon Echo and Google Nest, allow users to 
navigate through professionally-annotated text-and-picture recipes 
with a variety of voice commands. This annotation enables the user 
to of-load some cognitive burden, such as repeating a step, an-
swering questions about ingredients, and jumping back and forth 
between steps with content-based commands (e.g., “forward to 
adding the egg”). However, when it comes to the millions of user-
generated instructional videos on YouTube, current use for voice 
merely emulates the navigation found in graphical user interfaces 
for playback control (e.g., rewind and pause), thus insufciently 
supporting non-linear instructional video navigation. 

Yet such video navigation represents an interesting benchmark 
case for advances in the design of voice interfaces, as these videos 
are highly interactive and rich in content, yet natural to use. Ad-
ditionally, it represents a more realistic goal for improving the 
engineering aspects of voice interaction than the more common 
benchmarks of dictation or query-answering dialogue systems. 

While much engineering eforts and technology advancement 
has been made in voice recognition and computational algorithms 
for VUIs that make the existing features more efcient and accurate, 
understanding of the human side of spoken interaction with the 
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technology remains limited [3]. As such, VUIs are only used for sim-
ple tasks and often disappoint users [38]. Luger and Sellen [38] high-
lighted the limited functionality of existing commercially-available 
voice interfaces and how it causes a gulf between their capabilities 
and the users’ expectations. A recurring theme of research into 
VUIs is that “user expectations of CA[conversational agent] sys-
tems remain far from the practical realities of use” [38]. Users come 
with a set of expectations about how spoken conversation should 
work outside the capability of today’s speech technology [31]. The 
design of speech technologies encompasses several dimensions, 
making it entangled and complex for designers to create compar-
atively privileged technologies. Investigating speech systems and 
interfaces design issues, social use, and diferent possibilities of 
interactions become crucial in designing such systems. 

This study investigates user requirements for designing voice-
based playback control for non-linear instructional videos found 
in cooking. To understand user expectations and requirements 
in a natural environment yet without the limitations of current 
commercial speech technology, we conducted an ecologically-valid 
Wizard-of-Oz study to answer the following research questions 
(RQs): 

RQ1 What are the contexts of user interactions with voice-
based navigation in a natural environment (e.g., home-based 
cooking) following instructional videos? 

RQ2 What types of voice-based navigation needs do users have 
for non-linear instructional videos in an ideal system? 

RQ3 What are the challenges and opportunities for designing 
such voice control? 

Through remotely observing how 10 participants (of varied ex-
perience in VUIs and cooking) used a wizard-controlled voice play-
back system to navigate an instructional video to make dumplings 
from scratch and follow-up interviews, we highlight the technolog-
ical and social context of using voice control for non-linear tasks 
(cooking) in the kitchen, patterns of time- and content-based query 
formulation for such interaction, and challenges and opportunities 
for designing such voice controls. 

Our paper makes the following contributions: 

• Empirical insights of contextualized user needs and query 
formulation patterns from an ecologically-valid elicitation 
study 

• A synthesis of command response challenges and potential 
solutions for voice control of non-linear instructional videos 

• Opportunities for future research and design to better sup-
port voice-based non-linear video control for everyday tasks 

2 RELATED WORK 

2.1 Instructional Video Interaction 
Online instructional videos have become a popular means for de-
livering ‘how-to’ information to teach new skills. How-to videos 
available on YouTube and other online resources enable millions of 
users to learn procedural tasks such as applying makeup, cooking 
[29, 33], playing music, and fxing bicycles [58]. The structure of 
instructional videos generally requires the viewer to watch one 
step of a task, complete that step, and then proceed to the next. 

To support users to navigate videos easily, Tankaka et al [56] pro-
posed a chart-style video playback interface called PlayWatch that 
visualized indices as points on a 2D chart. The user could jump 
directly to a scene indicated by an index point by simply clicking 
on it, which was found to be highly efective in accessing scenes 
by precise keywords. Dragivevic et al. [16] presented a method 
for browsing videos by directly dragging their content, allowing 
users to control video playback by moving objects of interest along 
their visual trajectory. The results showed the benefts of direct 
manipulation through focusing on visual content rather than time. 
Tuncer et al. [58] documented how pausing was used to coordinate 
and interweave watching and doing to fnd task objects, turning 
actions, keeping up, and fxing problems. The study discussed the 
role of basic user interface functions in complex tasks involving 
diferent forms of engagement with the physical world and with 
screen-based activity. 

Many of the instructional videos that teach physical tasks such 
as cooking involve interaction with real-world objects. When fol-
lowing the instructions in the videos, users usually need their hands 
both to execute the tasks and to control the video to manage the 
delivery of the step-by-step instructions. Researchers have recently 
proposed voice-based interactions to enhance navigation through 
instructional videos of physical tasks. Cuendet et al. [15] used 
speech in combination with a smartphone touchscreen to design an 
instructional video repository for farmers. The interface was com-
pletely text-free, with a “push-to-talk” button to allow users to fnd 
the informational video by selecting images or stating the name of 
their choice on the current level of the navigation tree. Chang et al. 
[9] conducted a set of experiments through which they examined 
how diferent user navigation objectives and intentions afect their 
word choices in voice command utterances, and reported a lexicon 
of types of interactions and the motivating factors behind these 
commands. Their work focuses on the challenges and the opportu-
nities for designing voice navigation interactions for how-to videos. 
Chang et al. [8] also studied how instructions are followed and 
developed a voice-controlled video pausing tool that allowed users 
to manage video while their hands were busy with the task. The 
system supported efcient content-based voice navigation through 
keyword-based queries. 

These studies on navigating instructional videos with a voice-
controlled interface have inspired us to further explore user needs 
when using voice interactions to follow ‘how-to’ videos such as 
cooking, a complex non-linear task. Cooking is a skill that consists 
of combining, mixing, processing, and handling ingredients using 
a variety of tools. Technologically understanding the individual 
parts of food preparation and how they depend on each other from 
recipes is an ongoing technical challenge [10, 28]. 

While physically supporting users in general cooking tasks is 
still a long way of [2], it is suggested that collaborative guidance 
in following recipes, rather than automating the human out of the 
interaction, is a more promising goal. One key problem that users 
of instructional videos face is that they need to perform the tasks 
shown in the video while navigating through it, particularly for a 
complex non-linear and time-sensitive task such as cooking. This 
implies that using a modality other than touch is necessary. It is 
necessary to understand how users would interact with an ideal 
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voice-based interface for this task, to design a better voice-based 
interface to interact with instructional videos, 

Our work builds upon previous work of exploring the interaction 
with a voice-based interface for navigating with how-to videos, but 
specifcally focusing on the requirements for designing idealized 
voice-based control for non-linear instructional videos. 

2.2 VUI Design 
Recently, there has been a growth in research that investigates in-
teractions with speech interfaces in diferent settings [24, 25, 35, 52] 
and domains [32, 36, 42, 51, 59–61]. Many studies focus on how to 
be sensitive to the needs of users, and what an appropriate relation-
ship between users and technology might be [14]. For example, the 
necessity for human-like communication strategies with systems 
has been the focus of many studies, as that may help people un-
derstand and interact with these systems, resulting in more trust 
and more frequent system use [30]. Fischer et al. [19] examined 
how the orientation towards progressivity in talk – keeping the 
conversation moving – might help us better understand and design 
voice interactions. 

Several studies highlight a number of similar problems in speech 
agent interaction, including troubles situating the interaction in 
an ongoing conversation, difculties activating and verifying ac-
tivation, and challenges learning how to formulate and enunciate 
queries for devices [5, 13, 17, 34, 38]. When interacting with speech 
systems, humans must work to adapt their communication patterns 
to the needs of the conversational agent, rather than the other way 
around [26], similar to how humans adapt their communication 
styles and patterns to align with robots [45, 63] and computers 
[43, 44]. For example, Hara et al. [22] conducted a study with spo-
ken language translation and found that people naturally adapted 
to the imperfect translation systems by changing how they spoke, 
and how they comprehended speech. Research continues to demon-
strate that people shorten their sentences, use simplifed language, 
and repeat themselves in attempts to be understood by voice inter-
faces [26, 38, 45]. For example, Cheng et al. [11] investigated the 
repair strategies that young children faced when they interacted 
with a game using voice interaction, and the system broke down. 
The authors showed that children used several strategies like repe-
tition and spoke loudly. Similarly, Beneteau et al. [4] investigated 
the repair communication breakdowns with digital home assistants 
between family members. Porcheron et al. [48] suggested that fu-
ture work on VUIs should, shift “from conversation design to [ . . . 
] request/response design”. 

Using voice as a means to search holds various potential ad-
vantages [57], yet the inability of most conversational systems to 
manage the interaction and keep track of topics leads to confusion 
and awkwardness. With sound being an open channel, voice as 
an input mechanism is inherently insecure as it is prone to replay, 
sensitive to noise, and easy to impersonate [17, 18]. 

New users of speech-based interfaces, in general, are more satis-
fed with these products, complete their tasks in fewer interaction 
cycles, and are more likely to use the system again [20]. However, 
as a result of the ongoing interaction issues outlined above, users of 
voice interface technology often become frustrated and can fail to 

learn the technology’s full capabilities or abandon its use altogether 
[13, 38]. 

3 INVESTIGATING NATURAL LANGUAGE 
VIDEO CONTROL 

The surveyed literature highlighted several gaps and opportunities 
to understand user requirements for voice-based navigation for 
non-linear instructional videos. In the research presented in this 
paper, we aim to address such gaps, using cooking as an exam-
ple application. Cooking is particularly interesting as it requires 
combining, mixing, and handling ingredients; thus users’ hands 
are busy following the steps of the recipes in the correct order. 
As such, we conducted a remote Wizard-of-Oz study [27] with 
each participant to make Asian-style dumplings in which they 
followed a recipe video and navigated through it with voice com-
mands. Dumpling-making was chosen because the nature of the 
tasks required the participants to get their hands dirty, providing a 
natural motivation to perform voice-based commands. In addition, 
the procedure for making dumplings is non-linear, in which the 
dough and the flling are prepared independently. To save time, 
a cook should strategically go back and forth between the dough 
and the flling preparation, which might require the participants to 
jump back and forward to diferent parts of the instructional video, 
making content-based navigation desirable. This Wizard-of-Oz set 
up within the context of a familiar, yet complex task, allows us to 
gain a more thorough understanding of user requirements, without 
the constraints on query formulation placed by the limitations of 
commercial speech technologies. 

3.1 Participants 
We recruited 10 participants (7 females, 3 males; average age: 31.5 
years old, min: 14, max: 40). We encouraged the participants to 
self-categorize their cooking experience into four groups, namely 
minimal (e.g., never cooked alone), average, above average, and 
very experienced. Two reported having minimal experience, one 
average experience, fve above average experience, and two very 
experienced. None of them had made Asian-style dumplings before. 
Five reported owning and interacting with a voice assistant, while 
the other fve had not used one. Table 1 presents a detailed break-
down regarding the combination of cooking experience and past 
experience using VUIs. 

3.2 Protocol 
For the Wizard-of-Oz follow-along cooking session, participants 
were told that they were testing a newly designed voice navigation 
assistant with the capability of responding to both time-based (e.g., 
rewind 3 seconds) and content-based commands (e.g., go back to 
the flling ingredients) while following a recipe video they had not 
watched before. 

We informed them that this was to be conducted in their own 
home. We provided a shopping list with suggested ingredients (and 
instructions that they could substitute some of them based on per-
sonal choice or food allergies) and tools to prepare before starting 
the Wizard-of-Oz session. During the session, they followed the 
video to make dumplings from scratch (i.e., making the dough, 
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Table 1: Participants’ experience in cooking and VUIs 

Participants ID Experience in cooking Experience in VUIs 

P1 above average yes 
P2 above average no 
P3 above average no 
P4 very experienced yes 
P5 minimal yes 
P6 average yes 
P7 above average no 
P8 above average no 
P9 very experienced no 
P10 minimal yes 

shaping it into a wrapper, preparing the flling, and then construct-
ing two dumplings) – cooking and eating the results were beyond 
the scope of the trial. As such, all the requirements this places on 
the participants for navigating through the video and controlling 
playback were realistic. 

All participants (or their guardians) reviewed and signed a docu-
ment describing the details of the trial procedure, data collection, 
and analysis before the study as informed consent. All sessions 
were conducted using a password-protected Zoom room (Figure 
1). At the beginning of each cooking session, the procedure was 
reiterated. A brief interview was conducted to verify demographic 
data, probe their experience in cooking and using voice assistants, 
and how they would typically approach learning to cook a new 
dish using online instructional videos. 

Participants were encouraged to make any navigation-related 
voice commands that made sense to them. The wizard played the 
instructional video and shared their screen with each participant; in 
the meantime, the wizard’s video and audio were turned of. Thus 
each participant would be able to watch the video and navigate 
it through the wizard (i.e., the perceived navigation system) us-
ing time-based and content-based commands of their choice. The 
wizard had a list of possible areas of commands and navigated the 
video on behalf of the participant. The participants were not told 
what exact commands were possible so that they were not limited 
to technical constraints. 

When a participant issued a command towards the system, the 
wizard would pause the video to listen, similar to Google Nest. The 
video would play after the navigation task if the participant issued 
a jump command (rewind/forward). If a received command were 
out of the planned list, the wizard would play a pre-recorded error 
message that the system did not understand the command, leaving 
the users to retry the interaction much like when a commercial voice 
assistant does not understand a command. Unlike using existing 
commercial voice assistants, the participants were instructed to say 
the commands without a wake-word to avoid the efect of wake 
words on query formulation. 

After each follow-along session, we conducted a follow-up in-
terview to understand participants’ experience with the video navi-
gation, including their explanation of the commands, what went 
well, what did not go well, and what they could not achieve. 

Figure 1: (left) P4 was adding flling ingredients while letting 
the video play. (right) P9 paused the video to follow what the 
instructor just did – adding egg-water mixture to the four. 

3.3 Data Analysis 
The recordings of the study sessions were transcribed and analyzed 
using inductive thematic analysis [6]. The analysis focused on ‘com-
mand actions’ – moments in the recordings where the participants 
directed utterances towards the device in the attempt to control the 
playing video. Conversations with others in the home, or explicit 
questions directed at the researcher were not included. The post-
session interview data were inductively analyzed to understand 
participants’ overall experience and post-hoc explanations of their 
commands. 

4 FINDINGS 
On average, the follow-along session took 59 minutes (min 44 min-
utes, max 110 minutes) to complete. Interview data suggested that 
the overall feedback of voice-based playback control was positive, 
and it was helpful that they did not have to touch their device with 
food on their hands. The fexibility of using both time-based and 
content-based commands was reported to be helpful so that they 
did not have to have a print-out recipe or pre-watch the full video 
at the beginning. 

The fndings highlighted four types of high-level interactions 
or factors: context, navigational command types, dimensions of 
content-based commands, and challenges for design. Figure 2 
presents the themes in summary, followed by a detailed theme-
by-theme analysis. 

4.1 Context 
We elaborate here on the observed high-level interactions that were 
categorized into Context (Figure 2). The analysis presented here 
contributes to RQ1 (What are the contexts of user interactions) by 
showing how the types of interactions are specifc to a technical 
or a social context. When designing specifcally for interacting 
with video through voice, the context of viewing and interacting 
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Figure 2: The high-level four types of interactions, and the type of interaction or factors afecting the interaction. These 
correspond to the high-level themes extracted from the thematic analysis that are explained in details in section 4 

provides an important insight into the constraints and opportuni-
ties available. With a smaller screen, visual controls either occlude 
or shrink the video – reducing the detail on the cooking process 
available to the user when interacting with it and increasing the 
efcacy of voice in this context. Yet small screens also reduce the 
space available for possible visual cues for guiding interaction or 
repair. The shared visual media between agent and user is an ob-
vious opportunity for design. With multiple parties engaging in 
conversation in and around the device, this shared visual media 
also provides a shared topic and context for multi-party interaction. 

4.1.1 Technological Context. Technical context, including the use 
of small screen device and multiple VUIs together. Outwith the 
constraints of the study, our participants reported using small-
screen devices (phone: n = 3, tablet: n = 5) to follow along with 
cooking videos or using printed instructions (n = 2) in their real-life 

because these devices are portable and do not require much space 
in a kitchen. 

Five of the ten participants reported owning and frequently using 
at least one VUI at home. Two of them reported using theirs to 
set a timer. During the follow-along session, as the system/wizard 
setup was limited to navigation, it did not respond to participants’ 
requests to set up a timer, which is frequently required in cooking 
scenarios. One participant used their Google home to set a timer 
when their attempt to do so with this system/wizard failed. 

4.1.2 Social Context. Social context, including human and non-
human background sounds,as well as out-loud and talking with 
others. There was much non-command talking or singing during 
cooking, especially in family settings. During the study, all par-
ticipants talked with family members, spoke to themselves (e.g., 
reciting the recipe or instruction), and/or had music or TV playing 
in the background. 
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In most cases, when the participants were talking with family 
members or had background music/TV, the subject of the conver-
sation did not align with the topic of the video, thus would not 
interfere with the voice command recognition. However, many par-
ticipants habitually talked to themselves regarding the current or 
next step, the phrases of which would overlap with the recognizable 
command list, such as “ginger garlic” (p2). 

Participants would also ask questions, and it was sometimes 
unclear whether they were talking to their family members, them-
selves, or posing a question to the voice assistant. P5 provided an 
example as they asked, “is she going to show me how to do that 
or I have to read the text?” when reading an ingredient list of the 
dough at the beginning of the video. 

4.2 Navigation Commands and Types 
In this section, we present the commands used by the participants to 
control the cooking recipe video. Following this, in section 4.3, we 
provide further details on the construction and use of the content-
based commands issued. These commands are resultant from the 
instruction to participants to attempt ‘any navigation-related voice 
commands that made sense to them’ with no further constraints or 
priming on the availability of content or time-based commands. As 
a result of this setup, these commands can be seen as examples of 
an idealized voice interface for video in this context. 

Overall there were 567 commands attempted to control the in-
structional video, of which 547 ft the criteria to allow the researcher 
to control the video as directed. On average each participant per-
formed 54.7 actionable (min=28, max=112) and 2 unactionable 
(min=0, max=5) commands. 

Among the actionable commands, the vast majority of them 
were pauses (37.8%, n = 207, e.g.„ “pause”, “stop”, “pause video”, and 
“pause, pause, pause”), plays (22.9%, n = 125, e.g., “play”, “play video”, 
“start video”, and “okay play”), and time-based commands (26.5%, 
n = 145, e.g., “rewind 2 minutes” and “fast forward”). Sixty-two of 
them (11.3%) were content-based commands, including jumps (e.g., 
“rewind to the jiggling meat part”) and requests for customized 
markers (e.g., “add a marker to flling”). The rest of the actionable 
commands were for adjusting speed (n = 8), volume (n = 7), and 
subtitles (n = 1). 

That the commands are heavily skewed towards pauses is per-
haps unsurprising given the importance and ease of using such 
playback manipulation. As Tuncer et al. [58] discuss, pausing in-
structional videos can be used to align physically with the video, for 
example, fnding the right tool or ingredient or managing the fow 
of information coming from the video that must be acted on. Of the 
207 pauses, 53% (110) was followed by a play command, accounting 
for 88% of the play commands recorded. A further 30% (62) were 
followed by time-based commands, and 11% (22) content-based 
commands. 

The 20 unactionable commands were due to requests of addi-
tional information (n=3), ambiguous intent (n=12), noisy environ-
ment (n=2), and long pauses between command refnement (n=3). 

Looking more closely at these commands, we can see that (Table 
2) on average, participants without experience with VUI issued sig-
nifcantly more commands compared to those with VUI experience 
(Mann-Whitney U = 3.5, p < .05). The less experienced participants 

issued signifcantly more time-based commands than content-based 
(Mann-Whitney U = 4, p < .05) while there was no signifcant dif-
ference between the two command types for those with experience 
of VUIs (p > .1). Participants with more cooking experience on av-
erage issued more commands, but the data was not analyzed with 
inferential statistics due to only three participants reporting a less 
than average cooking skill. 

4.2.1 Using Time-Based vs. Content-Based Jumps. Participants pri-
oritized giving time-based commands as they were more famil-
iar with them in their daily life interacting with online videos 
or/and conversational assistants. Time-based commands are rela-
tively shorter than content-based ones, thus more time-efcient 
for jumping to a close location within a task. In addition, some 
participants reported that it was easier to recall “rewind/forward” 
and a time period under a task than the explicit content. 

However, when participants were switching between two lines 
of tasks, content-based jumps were reported to be more helpful as 
participants would lose track of time. Further, a few participants 
kept the video playing while working on time-consuming tasks (e.g., 
kneading the dough) to “have something in the background” (p4) 
or “to see the next steps” (p7). In this case, participants tended to 
use content-based jumps as recalling the relevant keywords around 
the task in hand was more convenient than a precise time. 

Participants were also observed to switch between time- and 
content-based jumps. This could sometimes be seen as a result of an 
unsuccessful command, but could also be inferred to be the result 
of a command being executed but not resulting in the action they 
required. Isolating this change as an example of a repair strategy 
from naturally subsequent commands was challenging with this 
data, however we point to this as a possible are of analysis in a 
future study. 

4.3 Breakdown of Content-Based Commands 
Unlike time-based commands being straightforward to process 
and respond to, content-based commands contain more variety 
and often pose a challenge for voice interaction. Given that all 
participants were cooking from the same video, and that none of 
the participants had cooked this particular recipe before or seen 
this particular video, their formulation of content-based commands 
to control the video can be seen as an exploration of the expression 
space. In this section, we present the fve dimensions of content-
based commands that were identifed in the data. 

4.3.1 One Concept in Intention vs. Possible Locations. There were 
three types of match for content-based commands between the 
concept behind the command and the potential locations of the 
issued command. One concept in mind resulting in one or more 
locations in the subtitles and/or visuals. 

Firstly, some semantic concepts would only result in one possible 
location in the verbal instruction. For example, in the entire video 
subtitles, “oyster sauce” only appeared once; thus any command 
with this keyword would result in one location. However, a concept 
like “dough” was a frequently used semantic concept in the process 
of making the dough, letting the dough rise, checking the dough, 
and cutting the dough to make dumpling wrappers, etc.. When par-
ticipants commanded “get back to the dough part” (p7), it resulted 
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Table 2: Average number of commands per participant categorized by actionability, type, experience with VUI, and experience 
in cooking 

Experience in CA 
Yes (5) No (5) 

Experience in cooking 
More (7) Less (3) 

actionable Actionability unactionable 
content 
time Type play and pause 
non-navigational 

Total per participant 

41.4 (96.3%) 
1.6 (3.7%) 
5.4 (12.6%) 
9.6 (22.3%) 
27.4 (63.7%) 
0.6 (1.4%) 
43 

68 (96.6%) 
2.4 (3.4%) 
8.6 (12.2%) 
20.0 (28.4%) 
39.0 (55.4%) 
2.8 (4.0%) 
70.4 

57.9 (95.8%) 
2.6 (4.2%) 
8.4 (13.9%) 
16.6 (27.7%) 
33.6 (55.6%) 
1.9 (3.1%) 
60.4 

47.3 (98.5%) 
0.7 (1.5%) 
4.0 (8.3%) 
10.7 (22.3%) 
32.3 (67.3%) 
1 (2.1%) 
48 

in multiple possible locations and was unactionable without further 
refnement. 

Secondly, the answer to specifc commands can be found in the 
visual yet not in the video’s audio. For instance, p11 asked, “how 
coarsely should I chop the celery?” In the audio, the instructor only 
talked about the weight of celery needed, while the visual could 
demonstrate the coarseness of the chopped celery. 

4.3.2 Phrasing: Exact Wording vs. Synonym vs. Related label. Partic-
ipants demonstrated three strategies to describe a semantic concept. 
One was to use the exact words used in the instructional video, 
such as “go-to cutting the dough”, “rewind to the part about soy 
sauce”, in which “cut the dough” and “soy sauce” were used by the 
instructor. Another strategy was to use synonyms of the keywords, 
such as “opening the dough” (“fatten the dough” in the instruction) 
and “go back to mixing powders” (“four” in the instruction). Lastly, 
participants would also phrase the semantic concept using a related 
label of the keyword. For instance, in the command “how many 
grams should the wrappers be?”, p1 asked about the weight of each 
piece of the dough that would be referred to as a wrapper in later 
parts of the video. While “wrapper” was not a direct synonym for 
“each piece of the dough”, they are diferent stages of the same 
ingredient. 

4.3.3 Statement vs. Qestion. As already seen above, participants 
would command in a statement (e.g., “rewind to making wrapper”) 
or a question format (e.g., “Can you rewind to the kneading part?”). 
The question format might not contain the navigational action 
words, such as “rewind”, “forward”, and “go to”; instead, it implied 
the action of “go to the part about...”. In this case, the semantic 
concept of the question would be contextualized in the immediate 
video content they just watched, and the intent was to repair missed 
information. For instance, when the instructor talked about “cut it 
[the dough] into thick pieces”, p5 asked “how thick?”. Right after 
the instructor said “one tablespoon of vegetable oil”, p3 asked “how 
much oil?”. 

Beyond the aforementioned content questions (i.e., “WH” ques-
tions), participants might also ask alternative questions in which 
they proposed a restrictive set of alternative answers in the formu-
lation [54], involving confounding keywords that did not belong to 
the intended semantic concept. When following the process of mak-
ing the flling, p1 asked, “did you say a teaspoon or a tablespoon of 
soy sauce?”. In this case, only the “tablespoon” is a relevant keyword 

with “soy sauce”, and the keyword “teaspoon” could contribute to 
irrelevant returns. 

4.3.4 Hybrid & Compound Commands. Beyond directly requesting 
a single location in the video, some participants also issued hybrid 
commands. The frst type of hybrid command asked for a loop of a 
session that was difcult to follow and contained many consecutive 
steps, such as wrapping a dumpling. As an example, p3 commanded 
“play dumpling-making on repeat”. Another type of common hybrid 
command was nested commands, in which the second command 
needed to be understood in the context of the frst one. To follow 
along with the making of garlic ginger puree (an ingredient of the 
flling), p8 frst requested “rewind to the part about ginger”, and then 
shortly asked “rewind to the part about water [with the ginger]”. 
The short gap between the two commands and their relevance 
indicated that adding water to the ginger was the only possible 
location in this context. 

In line with previous studies [9], users would request compound 
commands (i.e., more than one in a row) to achieve two consecutive 
goals, such as “rewind 20 seconds and stop” (p2). In our study, partic-
ipants also used compound commands for the same goal, trying to 
provide as many possible keywords as possible so that at least some 
of them would be recognized. In this case, the compounds were 
semantically more complex that more than one concept appeared 
concurrently to identify one location. For example, p3 asked, “can 
you rewind to where the ingredients to the dough were added and 
you start the kneading process?”. This might take them a while to 
complete the command, and some of the information could become 
confounding. 

4.3.5 Other Facilitating Commands. 
Conversational partner. Beyond directly navigating through the 
video, participants, especially those who did not have much cooking 
experience, required much help with the content. In this particular 
case, a few participants requested additional information about 
making the dough, such as “If you’re using all-purpose four, is the 
egg mixture in place of the water?” and “uh if my dough doesn’t look 
smooth on top should I keep kneading it?”. Being able to support 
this need would truly free their hands from touching their device 
with unclean hands. Further, participants also noted that it would 
be great if a VUI could just “answer these questions [e.g., “how 
much oil?”] without going back [to a specifc location]”. 

Customized marker. Another type of content-based command 
that participants requested was adding markers with a customized 
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name that they could refer to later. This was useful when partici-
pants were doing a time-consuming task (e.g., kneading the dough) 
– planning to keep the video playing and then come back to com-
pare their progress with the instruction. It would also be helpful 
when requesting a loop. 

4.4 Challenges for Design 
We identifed six types of challenges in responding to users’ requests 
that require further design considerations. While these mirror many 
common issues with the design of CUIs in general, here we high-
light the specifc challenges that they represent for controlling 
instructional video in a kitchen context. 

(1) Unclear intent. Users would use words or phrases that ap-
peared multiple times in the instructional video, which might 
require further refnements to land on the intended location. 
Further, users might follow a command with “more” or “re-
peat”, both of which might indicate diferent intentions. For 
instance, with “more” following “rewind 20 seconds”, it was 
unclear if they meant rewinding another 20 seconds or an-
other “rewind”, which would be only the default 5 or 10 
seconds. Similarly, “repeat” could mean repeating the last 
command or repeating the content from the last command 
until now (i.e., requesting a loop). In addition, some partici-
pants quickly commanded “rewind, rewind”, with which it 
was unclear whether the command was idempotent similar 
to “pause, pause” or they meant two “rewinds". 

(2) Command identifcation. Many users repeated the ingredi-
ents or actions to themselves they needed to perform, thus 
eliciting words that overlapped with command keywords 
that might unnecessarily trigger the voice control. It became 
more challenging when users issued a command right af-
ter self-talk (e.g., “kneading, kneading...uhg... rewind”, p6; 
they did not mean “rewind to kneading”). Further, people 
might use multiple voice assistants collectively, and it might 
confuse the intended interlocutor when no wake-word is 
required. 

(3) Noise interference. There were TV sounds, people talking, 
music playing in a home kitchen, all might make a command 
undecipherable. 

(4) Slow refnement. When users are unfamiliar with the rules 
of a system or with the instructional content, they might 
have difculty deciding what content-based command to use. 
The commands would take a long time to issue and contain 
pauses in between, making it challenging to know when a 
command was completed. 

(5) Confounding keywords. In an alternative question and slow 
refnement of a command, users might use keywords re-
lated to unnecessary locations, thus making keyword-based 
processing inefcient. 

(6) Matching visuals to commands. Potentially a command could 
be matched to visuals when the instructional subtitles did 
not provide sufcient information, which could maximize 
the satisfaction of user needs. However, it would still be 
challenging to decide if a match to visuals is a sufcient 
solution. 

5 DISCUSSION 
Through investigating the use of an ideal voice-control system to 
follow-along cooking videos (as a popular example of non-linear 
instructional videos) in a home environment, we have highlighted 
the technical and social contexts, patterns of command formulation, 
and the challenges in request responding. Improving technology’s 
ability to identify their human communication partners and provide 
specifc clarifcation responses will ultimately improve humans’ 
and machines’ ability to collaborate towards shared understanding 
in their conversational interactions. To better design VUIs, we need 
to understand the full range of machine behaviors users expect 
to leverage when approaching a speech interface. Not simply to 
implement all possible ways that a user may interact with a system, 
but rather to predict and mitigate potential breakdowns when these 
behaviors are not implemented or do not work as users expect. We 
thus discuss the design and research opportunities towards an ideal 
VUI as well as the limitations of the current study. 

5.1 Respond to External and Internal Context 
Purposeful activities are situated in social and physical contexts 
[55], and an ideal VUI would be aware and responsive to its work 
environment and progress. 

The fndings reveal that users tend to use a small-screen portable 
device to follow-along instructional video in a kitchen environment 
so that the device does not interfere with the cooking process. 
Designing for voice navigation assistants should consider the screen 
size, which means limited space for information overlay or display 
on the screen and the necessity to reduce unnecessary information 
through algorithm and user experience design. Further, users might 
have other VUIs around the kitchen area or other sound sources 
(e.g., self-talk and music). In this example, unlike most commercial 
and research-based CUI systems, participants didn’t have to use 
a wake-word to initiate communication with the WoZ. While a 
non-wake-word setting makes a smooth voice control process, it 
has to collaborate well with other voices, mainly not to be triggered 
by commands towards the other VUIs or content-relevant self-talk. 

Without wake words, it is crucial to diferentiate commands and 
self-talk that contains keywords. A distinguishable diference be-
tween self-talk and content-based commands for voice control was 
that commands would start with an actionable verb (e.g., “rewind to” 
or “go back to”). In contrast, self-talk would lack such navigation-
related actions (e.g., “knead it again and again”). Yet, this distinction 
could disappear when the command was in a question format. In 
this case, another way to diferentiate the two could be utilizing 
non-verbal information, such as gaze [39] and body gestures, as 
users tend to turn to the speaker when they issue a command. Other 
modalities can also be useful, such as buttons [7], using prosodic 
features of the utterance [37], or topic of the intent [1]. 

Further, the progress of the navigation also provides valuable 
internal context for a VUI to work efciently. To tackle the multi-
location challenge of possible responses, previous studies suggested 
using the combination of keywords to display possible locations 
in a chronological order for users to choose from [8]. However, a 
simple combination of keywords might generate a long list, which 
will be overwhelming for a small screen device. Beyond analyzing 
keywords, leveraging the video location and command history 
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can further disambiguate user intent when a command is issued. 
When users issue a hybrid command (e.g., “rewind to the part about 
water” shortly after “rewind to the part about ginger”) or ask to 
repair missed information (e.g., “how much oil?”), the combination 
of keywords, pragmatics features, what they have just watched, 
and/or the time interval between two commands can collectively 
indicate the most possible location(s) for a command response, thus 
improving the response and facilitating refnements. 

5.2 Build a Shared Vocabulary with Users 
A successful conversation requires all interlocutors to “align their 
linguistic representation during dialogue” [47], thus it is important 
for an ideal VUI to be able to collaboratively build a shared vocabu-
lary with users by properly guiding users towards an alignment, 
leveraging the implications in commands, and supporting users 
with varied experience in the domain area and with VUIs. 

In line with the existing practice of commercial VUIs, an efcient 
strategy to achieve alignment is to guide users to learn the machines’ 
linguistic features and conversational styles to prevent errors. Yet 
users sometimes do not have the domain familiarity with recalling 
keywords. Instead of asking for refnement after they issue an 
inefcient command, suggested keywords for each step could be 
displayed on each step to reinforce the memory of the content. 
Further, as Youtube allows content creators to add bookmarks to 
segment content, this can also be incorporated into the multimodal 
design (voice and visual). In fact, a participant suggested in the 
follow-up interview that “it would be nice to see a menu of all the 
steps”. 

Beyond that, VUIs should also understand and use the impli-
cation of user utterance. In time-based navigation, the playback 
action words (e.g., “rewind”, “back” and “forward”) indicate a jump’s 
direction. This also applies to content-based jumps, limiting the 
possible responses to one direction. Further, based on general lan-
guage use habits, when people refer to a noun without actions on 
it (e.g., “go back to the dough”), it likely indicates that they picture 
the noun as a whole, thus “cutting the dough” or “the ingredients of 
the dough” would be less likely locations. In addition, when users 
ask alternative questions (“X or Y?”) or issue a long command with 
refnements, the collection of useful and confounding keywords 
might result in many unnecessary potential locations. As such, the 
voice playback control needs to act on the underlying meaning of 
the complete command, beyond the combination of keywords. 

Designing for a more inclusive voice playback control also has 
to accommodate a wide range of experiences. People unfamiliar 
with VUIs tend to be less constrained by their expected technical 
limitations of voice control and be more excited to experiment with 
commands. The fndings align with previous research that voice 
interfaces continue to be afected by poor usability [12, 41] due 
to factors such as lack of discoverability, more experienced users 
are expected to have adapted to the canons of (limited) interac-
tions aforded by current VUIs. Conversely, users unfamiliar with 
VUIs are more likely to require additional resources to adapt to 
the limitations of the system (which are increasingly within the 
scope of design, as the engineering aspects of voice systems have 
advanced signifcantly in the past decade [3, 40]. In addition, more 
experienced home cooks are more comfortable issuing commands 

with the wordings they are more familiar with and pay attention to 
more details to get things right while people with less experience 
in cooking reported “unfamiliar with the ingredient names” thus 
“not sure what to say”. 

To create a better-shared vocabulary and alignment between 
VUIs and users, designers may want to consider approaches that 
could guide users, understand the meaning of the commands (in op-
posed to merely keywords), accommodate commonly used language 
that difers from the one in the instruction, and support those who 
cannot recall the unfamiliar concepts. This may become difcult to 
achieve with the user-centered methods more typically employed in 
interactive voice systems design, such as Wizard of Oz [46]. It may 
require designers to consider a more extensive use of ethnographic 
and participatory design methods, which are not widely used out-
side of some notable examples (e.g. [49, 50]). Designers may also 
beneft from incorporating insights into interpersonal conversation 
tactics, such as parent-child and teacher-student communication. 

themes 

5.3 Take Advantage of the Visuals 
In an ideal world, the voice agent controlling the video would have 
the same level of understanding of the visual content of the media 
as the user watching it. 

As we saw, users chose words that often difered from what 
the narrator in the video said or wrote in subtitles – especially 
those with less experience of the pedantry of commercial voice 
assistants. One reason for this shift in vocabulary could stem from 
the participants’ watching the visuals and using them as a guide 
to the content. Returning to the case in the title of the paper, the 
meat did visibly ‘jiggle’ as the video presenter threw it repeatedly 
into the bowl in order to tenderize it – but no direct synonym for 
jiggle was mentioned to make it easily available for computation 
in the transcript. Part of this can be overcome with extended use 
as people learn to modulate their grammar, and expectations, to 
be within the limits of such an agent. Yet it is understandable that 
the visual component of the video, especially in a system explicitly 
framed for video control, should be part of the expected shared 
context of interaction. 

One opportunity would be to leverage human-generated closed 
captions – where the visual scene is described for non-sighted au-
dience members. While YouTube seems to confate subtitles (where 
only the speech in a video is written as an overlay) with closed 
captions, in general, there are very few examples of user-generated 
content, including true descriptive closed captions. Machine learn-
ing techniques are under development [23], but they are far from 
providing usable closed caption information. While this is an op-
portunity for more traditional media types – such as television and 
movies where many countries require closed captions by law – for 
user-generated instructional videos, this is unlikely to be available. 

Another way to develop a shared context involving the visual 
spectrum would be to leverage currently available image segmenta-
tion and object recognition algorithms. Systems such as ImageNet 
[53] can provide lists of objects visible in any given frame, and meta-
data such as their color. However, this would not directly provide a 
shared context as the user would, quite rightly, expect that a system 
understanding that a tool is in the frame could understand what 
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that tool is being used for. Providing a small overlay on the screen, 
simply showing icons of the detected items and highlighting when 
they appear and disappear from the ongoing video could provide 
enough of a shared understanding that the system can ‘show me 
the money’ while it is unable to ‘show me them counting.’ 

5.4 Limitations 
The current study has a few limitations. For one, it was the frst 
time for the participants to watch the instructional video, thus the 
navigational needs among those who revisit an instructional video 
might be diferent. Further, while the current study provides in-
depth data generated in a natural environment, a larger sample size 
will allow better generalization across other contexts. In addition, 
the current research focused on understanding query formulation 
and did not intentionally create opportunities to investigate query 
repairs and further collaboration between humans and the system. 
Future research can complement the insights from this study with 
larger-scale studies, adding a non-frst time viewer condition, and 
exploring other forms of interactions. 

6 CONCLUSION 
We have presented insights from a Wizard-of-Oz elicitation study of 
10 participants, who had varied experience in domain expertise and 
VUIs, using voice-based playback control to follow a non-linear 
instructional video. The identifed contexts, types of command 
formulation, and the challenges in query response suggest oppor-
tunities for improving the design of voice-based video navigation 
and enhancing human-machine collaboration. 
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