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ABSTRACT
In this paper we use the EU guidelines on ethical AI, and the re-
sponses to it, as a starting point to discuss the problems with our
community’s focus on suchmanifestos, principles, and sets of guide-
lines. We cover how industry and academia are at times complicit
in ‘Ethics Washing’, how developing guidelines carries the risk of
diluting our rights in practice, and downplaying the role of our own
self interest. We conclude by discussing briefly the role of technical
practice in ethics.
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1 INTRODUCTION
As interest in the applications of artificial intelligence has grown, so
have ethical guidelines for AI, and research around the ethics of com-
puting systems. The list of guidelines curated by AlgorithmWatch
is currently at 83 and growing[2]. These efforts are addressing a
real problem: clearly, machine learning systems are being deployed
in a host of settings where there is concern for the potential harm
that such systems can cause. Moreover, the potential of such sys-
tems for even greater harm is prescient. Basic technologies such as
facial recognition have such a broad range of applications, many of
which are close to being inherently harmful — such as differentiat-
ing membership of an ethnic group [12].

Yet, as we argue in this short paper, there are aspects of ethical
guidelines that are not about benefiting any actual user (or subject)
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of AI systems. Ethical guidelines can work as a mechanism to min-
imise institutional blame. As with research ethics, it is not clear that
increased guidelines result in more ethical researcher behaviour.
Indeed, McNamara et al. [10] showed that the ACM’s ethical guide-
lines had little to no effect on the choices made by developers. In
nearly all cases, guidelines stay at the level of pronouncements,
statements of value that would take large (and undefined) effort
to interpret in any actual situation. Moreover, these ethical guide-
lines often have contradictions or could have damaging unintended
consequences.

Part of the problem that we identify here is that there is little
consideration of self-interest in the discussions and descriptions of
ethics as proposed. Self-interest encompasses motivations, which
cause direct benefits to oneself or one’s immediate kin, family or
companions. Organisations, companies and groups can act self-
interested, and while we would not claim that this is the dominant
motivation behind human action and activity, clearly it should
not be ignored. We discuss here how self-interest manifests in the
generation of ‘ethics work’ as a form of protectionism, how these
resulting manifestos and guidelines by there unenforceable nature
can foreshadow the dilution of human rights overall, and encourage
the move beyond value statements to influencing and enforcing
policy and law.

2 ETHICS WASHING
The proposed Ethics guidelines for trustworthy AI from the EU
was drawn up by a panel of 52 experts drawn from industry and
academia, with a public consultation period which garnered input
from over 500 other interested parties from the EU and beyond.
The makeup of this panel of experts has been one initial source of
criticism. Thomas Metzinger [11], an academic member of the panel
himself, questioned the overwhelming number of industry-based
or industry-funded members included. Metzinger reports how the
pressure from industrial members removed text he championed,
which included ‘red lines’ and ‘non-negotiable’ limits to AI and
its impacts on subjects. This was done supposedly in favour of a
‘positive vision’ yet Metzinger himself points to this as one reason
he now sees the whole exercise as one of ‘ethics washing’. As
described by Wagner [16], ethics washing is the use of working
groups, guidelines, and manifestos as a counterbalance to calls for
legal and regulatory frameworks which would ensure the safety of
the public.

In HCI some have suggested that there be some sort of removal
of accreditation for those who break such guiding principles [3, 9],
others have even called for AI practitioners taking something akin
to the Hippocratic oath medical professionals are expected to swear
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[5, 15]. Yet swearing an oath as a programmer, data scientist, or
AI operator does not bring the level of protection of those at the
receiving end of the ‘digital treatment’. Indeed, the oath itself has
been shown to be subservient, while complimentary, to the laws of
the state [8] in ensuring the protection of rights. As pointed out by
Sloan [13], discussions of ethics and technology have a tendency
to position the harms as social while the solutions are technological.
“That the social problem is deeply entangled with the existing fault
lines of social stratification falls somewhat outsize the ontology of
‘ethical algorithms”’[13]. This narrowing of scope of ethical conver-
sation can lead to something that has the potential to be a ‘dilution
of rights’. The danger that in overlaying such unenforceable ‘digital’
rights on basic ‘human’ rights, the corresponding human rights will
also become devalued or unenforced. Returning to the EU guide-
lines, it is notable that while they state that they are founded upon
the EU declaration of Fundamental Human Rights, they only ad-
dress a subset of those rights in the context of algorithmic harm.
Wagner [16] notes that these regulations cover the rights to human
dignity while ignoring rights such as the freedom of assembly or
cultural rights.

How to manifest ethical guidelines in the work of actual design is
usually left unspecified. Design requires trade offs and, in practice,
it can be difficult to see how to balance conflicting ethical principles,
or even how to respect these principles without producing designs
that are poorer in some critical aspects. It is not clear that mandating
websites to ask before setting a tracking cookie on a users machine
has resulted in better outcomes for users, even if it fits better with
the ethical principle of consent.

3 SELF-INTEREST
This brings us to the concept of motivation and self-interest in
the generation and application of ethical guidelines, manifestos,
principles, and oaths. It is easy to be pessimistic and see all such
action in the light of ‘ethics washing’, avoidance of regulation, and
manipulation of public opinion. It can also be seen, on the other
hand, as evidence that a large number of people in and around
technology are interested, motivated, and hopeful that the future
technology we build and deploy can be shaped to embody the best
of our goals and principles.

Starting on the side of pessimism, it is important to acknowl-
edge and work with the self-interest that drives so much of human
action. The corporations bankrolling the countless hours spent on
generating and discussing these ethical guidelines are themselves
not driven only by concerns of what is the most ethical action to
take. There are any number of theories and models that point to
understandings of how such corporate actors, and the individuals
of which they comprise, align social good and business success.
Freeman et al. ’s Stakeholder model [6] talks of decisions being
made by weighing the good of those within and without the busi-
ness, which is often criticised [4] for naive optimism on leaving
the weighing and inclusion of such stakeholders to the individual.
Friedman, on the other hand, puts decision making firmly for the
benefit of shareholders [7] bound only by the necessity to stay
within the law (although he later added that “basic rules of soci-
ety...and ethical custom” should also be respected). For Friedman,
a manager deciding to spend company resources on developing a

set of ethical guidelines should see this as a direct benefit to the
profits and, therefore, shareholders of the company. In the more
optimistic Stakeholder model, the decision to spend employee time
on creating ethical guidelines should balance the benefit of society
with the benefit of the employees, shareholders, and customers. In
either case, the self-interest of the companies involved is central.
This does not have to manifest only in the avoidance of regula-
tions [16], but could be seen as a form of lobbying to ensure even
incrementally more favourable regulations towards their product,
service, or sector at the expense of competitors [7]. Yet, as seen in
the makeup of the EU’s panel for ethical AI, even in a governmental
setting, such confounding motivations are largely ignored.

On the positive side, this corporate self-interest provides a large
number of highly skilled and experienced practitioners time and
energy to devote to the discussion of these issues. Going further, it
can be expected that for those who end up being involved at least
one of the many motivations (from prestige, to corporate visibility,
to ensuring the continued good fortunes of their employer) would
be that they want, and in fact in many cases have pushed through
internal structures and strictures, to be involved. Currently, the
balance of these motivations has been left mostly to the moral
and ethical fibre of the individual (harking back to the naivety
of expectation in the Stakeholder model of governance), yet by
through careful frameworks and regulation such expertise can be
brought to bear. This is by no means an easy task, one dimension
of political lobbying as the practice of providing ‘friendly’ experts
to inform on policy is fraught with problems [14] — yet these
are acknowledged and those accepting the opinions do so with
some understanding of the competing motivations of those they
are talking to. In future ethical consultations involving industry
such actors should be seen in the same light, embracing that their
self-interest may not align with the goals of society as a whole yet
involving them (as members of that society) in the process.

4 CONCLUSION
Moving forward, we plan to explore in more depth the multiple
relationships between guidelines and actual cases of technical prac-
tice. As Phil Agre wrote [1] – the relationship between technical
practice, and attempts to guide that technical practice are complex.
Agre wrote of the need for a “a split identity – one foot planted
in the craftwork of design and the other foot planted in the reflex-
ive work of critique”. We take this to mean that assessing ethical
guidelines will require both close attention to practice and critique,
at the intersection of academia, industry, and governance. In this
short paper we have started to critically discuss and assess the role
of ethical guidelines in AI. We point to the role of self interest in
generating these discussions as a way of questioning why particu-
lar entities might produce guidelines, and to what likely use they
might or might not be put.
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