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Fig. 1. The Tama Gaze-Aware Smart Speaker Platform

Recent developments in gaze tracking present new opportunities for social computing. This paper presents a
study of Tama, a gaze actuated smart speaker. Tama was designed taking advantage of research on gaze in
conversation. Rather than being activated with a wake word (such as “Ok Google”) Tama detects the gaze of a
user, moving an articulated ‘head’ to achieve mutual gaze. We tested Tama’s use in a multi-party conversation
task, with users successfully activating and receiving a response to over 371 queries (over 10 trials). When
Tama worked well, there was no significant difference in length of interaction. However, interactions with
Tama had a higher rate of repeated queries, causing longer interactions overall. Video analysis lets us explain
the problems users had interacting with gaze. In the discussion, we describe implications for designing new
gaze systems, using gaze both as input and output. We also discuss how the relationship to anthropomorphic
design and taking advantage of learned skills of interaction. Finally, two paths for future work are proposed,
one in the field of speech agents, and the second in using human gaze as an interaction modality more widely.
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1 INTRODUCTION

Speech agents such as Alexa, Siri, or Google Assistant have become increasingly prevalent in our
daily life. While these systems have many strengths, it is clear that they also suffer from high
error rates, and a host of interaction problems when they are used in real-world settings [66, 73].
One issue concerns their lack of understanding of gaze or gesture. Conversation between humans
makes use of gaze for many essential features, such as the regulation of turns in talk [59], speaker
selection [50], as well as a host of explicit communicative features such as deixis [31]. Gaze is not
an additional communication channel that is overlaid upon, or that is additional to talk. Rather talk
and gaze work in concert as a way of both speakers and listeners to co-ordinate their attention,
actions, and communication. Indeed, it has been suggested that the loss of this resource is one
reason why audio-only conference calls are more fractured, particularly around managing attention
and turn-taking [74, 82].

In this paper, we discuss our attempts to address some of these through adding gaze awareness
and feedback to a speech agent system — building ‘Tama’, a gaze and voice aware speech agent.
This system reacts to the gaze of a user or users, and instead of relying on a ‘wake word’ (such as
‘Alexa’ or ‘Hey, Google’) it makes use of gaze to trigger and confirm that a command was being
spoken. It then uses the commercial Google Assistant service to provide an appropriate voice
response. Through a movable head with an approximation of eyes, mutual gaze can be established
and maintained with a user. The system can then be looked at, look back, and establish mutual
gaze as part of speech interaction.

We studied the use of this system in both an experimental single-user, and semi-experimental
multi-user setting. This allowed us to test the system in a realistic usage situation consisting
of a variety of user-generated questions, non-system directed speech, and interaction between
co-present others and the system. In tests, users could successfully interact and ask Tama questions,
as well as receive answers. The system had a low rate of false positives (where it triggered when
talk was not being directed at Tama). Yet overall, the performance of the system was less than
that of an original speech agent. Users took around 29% percent longer on their queries and had
to repeat themselves to Tama 22% percent of the time. So while there were successes overall, the
performance of our gaze enabled system was not as fast in use as a wake-word triggered agent.

This shows that adding gaze as a modality to a speech agent, certainly to replace the initial wake
word, is harder than we first expected. While we had designed for gaze, drawing on the work of
conversation and interactional analysis, problems with our design combined with problems with
the accuracy of cameras, sensors and motors.

Close analysis of the interaction reveals interesting subtleties in how gaze is used to manage
talk in interaction. We identified three problems users faced using gaze with our system. First,
users would fail to establish initial gaze with the system, with prolonged ‘pre-’ phases where they
attempted to establish mutual-gaze before speaking a command. In other words, users would not
speak a command until mutual-gaze was established. Second, during talk with the system, the
system would look away if it failed to detect the user’s continued engagement, causing the user
to restart or abandon their query. While this is something that is often done in person to person
speech to gain or maintain the attention of a speaker, in this case, it significantly slowed down
interaction with the system.
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Analysis of videos of interaction explains how these problems were experienced and adapted
to by users. In particular, we document the adaption of gaze not as a natural ‘seen but unnoticed’
part of interaction by users, but something that came to be much more explicitly managed by users.
Interestingly, this echoes results from how speech comes to be explicitly managed by users [66] in
an attempt to get speech systems to work.

Documenting these problems generates a range of interesting issues more broadly for the design
of gaze as an input method. In conclusion, we discuss some future directions for incorporating
gaze into interactive systems subtly and advantageously. While there is much potential for gaze, as
with speech itself, it cannot simply be bolted onto existing systems. Human interaction, gaze, and
speech all work together in a total communicative system — understanding and designing for this
offers exciting new possibilities for CSCW system design.

2 BACKGROUND

Here we focus on three areas of research, upon the nexus of which the work presented here
resides. Gaze has long been seen as a rich resource for developing social robots, and in improving
human-robot interaction. Gaze in human-human conversation has also been a longstanding area of
research in conversation analysis and related fields. In our work, we combine the technical use
and detection of gaze and its sociological understanding in interaction with speech agents, a field
which combines a long history of research with a current focus on their use in the wild.

2.1 Gaze and Social Robotics

In the field of Human-Robot Interaction (HRI), researchers have highlighted the importance of
non-verbal cues such as gaze and gesture when interacting with, and through, technology [10, 43].
Gaze has been extensively used to understand user behaviour in human-computer interaction
[40, 64], to augment other input modalities [41], improve accessibility [48], as well as to enhance
the social interaction of communicative social robots [1, 70].

Harnessing different roles that gaze plays in conversation and using that for system output
has been the focus of a number of studies in HRI, including enabling agents to show attention
to conversational partners and objects [e.g. 9]. Szafir and Mutlu [79] built an embodied agent
that monitored peoples’ attention and adapted its behaviour to user engagement. Gaze in HRI
has been explored using both virtual agents and physically embodied robots, Admoni et al. [1]
categorised social gaze research in HRI into three categories based on goals and methods: a human-
centred approach, a designed-centred approach, and a technology-centred approach. They show
that HRI as a field focuses primarily on design-focused research, using physical appearance and
gaze behaviour to improve interaction with people. Most studies with virtual agents and social
robots have used eye gaze as a signal of attention [37], demonstrating engagement [11, 68, 76], and
increasing conversational fluidity [17, 53]. Many of the studies on social gaze conducted in HRI, as
concluded by Admoni at al. [1], isolate gaze behaviour in a controlled way in order to understand
the characteristics of gaze in a particular situation rather than use it in interaction.

Another area of focus in social robotics has been embodied gaze — designing more human-like
interactive agents [9, 70], and striving to achieve human-like facial expressions and eye movements.
XU et al. [83], for example, investigated the ways that a robot should look at a users’ face in
response to a user gaze. Other research has focused on controlling the eye gaze of virtual embodied
conversational agents [62]. Andrist et al. [4] presented a conversational gaze aversion robot able
to generate and combine head motions to perform mutual gaze. Their study has shown that gaze
aversion can be used to demonstrate cognitive efforts, modulate intimacy, and mediate turn-taking.
It shows that the direction of gaze plays an important role in shaping conversational participant
roles, which can be effective for interacting with virtual agents [7, 10, 58].
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That said, several studies in this area suggest that the gaze of a robot is interpreted differently than
human gaze [1]. Taking advantage of this difference, as well as the similarities, during conversation
could help in creating a more holistic vision of human-robot interaction with gaze.

2.2 Speech Agents

Speech dialogue systems that can perform talk in a relatively natural way with users have been
a goal for designers, engineers, and researchers ever since Bell Labs’ Homer Dudley developed
the Vocoder [21], the first electronic machine that produced human speech in the 1930s. The
technical challenges include transcribing audio into speech, extracting meaning and intent from
transcribed speech, logically deciding on resultant system actions, producing a response, and
producing a synthetic voice coherent with context and use. Many researchers have studied, and
continue to study, these individual aspects [60]. Early CSCW research also pioneered studies of
speech interaction, drawing on social science studies of talk and interaction, particularly from
conversation analysis [15, 24, 27].

Recently, there has been a growth of research that investigates interactions with speech agents.
Looking at Smart Speakers use in particular, Sciuto et al. [73] investigate the experience of house-
holds with conversational agents. From analysing the logs of 75 Alexa users, they provide detail
on how people initially use Alexa, the physical placement of the devices, the daily patterns of
conversational usage, and how children interact with them. Porcheron et al. [65] identify the
characteristics of interaction with VUIs on mobile devices and how such interactions unfold in
multi-party social settings. In further work [66], they examine of the ways in which users of smart
speakers practically and interactionally situate the device’s talk within their ongoing conversa-
tional setting at home, and how users’ formulate and direct queries to the device. Moon et al. [54]
conducted a between-subjects experiment to investigate the relationship between users’ personality
and a number of voice technologies for smart home environments, and how it affects users’ social
responses to these systems. Luger and Sellen [52] highlighted the limited functionality of existing
commercially-available voice interfaces and how it causes a gulf between their capabilities and the
users’ expectations. These studies highlight a number of similar problems in Speech Agent inter-
action, including; troubles situating the interaction in ongoing conversation, troubles activating
and verifying activation, and troubles learning how to formulate and enunciate queries for these
devices.

The necessity for human-like communication strategies with systems has been the focus of many
studies, as that may help people to understand and to interact with these systems, resulting in
more trust and more frequent system use [20, 46]. Therefore, many studies have been conducted
to investigate the use of gaze cues in conversational agents [18, 25, 36, 67, 76]. Exploration of the
effect of gaze cues in turn-taking in two- and multi-party discourse has been a popular area of
research [9, 23, 49, 78, 81].

This work points to the need to understand speech agents in more complex use scenarios, that
include multi-party discourse, as well as the opportunities present to counter some interactional
challenges with speech agents in use by harnessing other modalities of interaction.

2.3 Gaze in Conversation

Verbal communication is, of course, not isolated from non-verbal communication. Gaze, head pose,
and body orientation all play an important role in interaction [80, 82]. In social science, researchers
have been exploring gaze interaction since the mid-sixties. Much of the early work on gaze focused
on the role of gaze in conversation [5, 44]. During conversation eye gaze can be used to convey
information, regulate social intimacy, manage turn-taking. Goffman [28] observed that the direction
of eye gaze plays a crucial role in the initiation and maintenance of social encounters. Kendon [44]
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conducted a detailed exploration of the function of gaze in face-to-face conversation. He classified
looking, or avoiding to look, at the conversational partner as an indication of monitoring, regulating,
concentrating, or expressing emotion. Kendon summarised attentive gaze in conversation by saying
that people tend to look at the other participant more when listening than when speaking and that
the speaker’s glances at the other person tend to be shorter than those observed during listening
[44]. Duncan et al. [22] highlighted the connection between eye gaze and turn-taking.

Goodwin [32] documented in detail the different aspects of the use of gaze between listeners
and speakers. In particular, Goodwin examined the vocal actions of the speaker and the non-vocal
actions of the hearer through in-depth analysis of recordings of actual conversations in natural
settings [31]. Restarts — points where a sentence fragment is followed by a coherent sentence do
not occur by chance but rather are a regular product of the procedures constructing the actual
talk. In particular, restarts provides a speaker with the ability to begin a new sentence at the point
where the recipient gaze is obtained, or alternatively to request a gaze from the hearer. In the study
of the organisation of summons-answer Schegloff [72] proposes that the occurrence of a first item
in a sequence, such as a summons establishes the relevance of the next item. Thus, the absence
of an answer to a summons might be noted by the repetition of the summons, until an answer is
obtained, which then allows the summons to move on to further talk. So, if a recipient fails to gaze
at a speaker after an initial restart, that can cause the production of a new restart, which will affect
the repeating of the summons.

Since we are designing a system that makes use of gaze to initiate conversation we were specifi-
cally interested in the arrangement of gaze between speakers and listeners. Goodwin [31] proposed
two ‘rules’ between the speaker and the hearer in face-to-face conversation. The first is that a
speaker should obtain the gaze of his recipient during the course of a turn at talk. Goodwin noted
that “when the speaker has the gaze of the recipient, a coherent sentence is produced. To have the gaze
of a recipient thus appears to be preferred over not having such gaze, and this preference appears to be
consequential for the talk the speaker produces within the turn”. In this way gaze is an important cue
which indicates that the hearer is listening to the speaker. This is consistent with the possibility that
gaze is one means available to recipients for displaying to a speaker whether or not they are acting
as hearers. The second rule states that a hearer should be gazing at the speaker when the speaker
is gazing at the hearer. The speaker can look away from the recipient, but the recipient should not
look away from a speaker who is looking at them. Obtaining the gaze of a recipient within the turn
is relevant to the speaker. Yet, even casual inspection of a visual record of conversation quickly
reveals that hearers do not gaze continuously at speakers.

Goodwin’s work draws heavily upon conversation analysis (CA), a tradition of research familiar
to CSCW through the work of authors such as Heath and Luff [35]. Conversation analysis, offers
a number of potential resources for the design of speech systems [55, 66]. This influence is not
straightforward — Conversation analysis is strongly related to ethnomethodology [26], and holds
that talk in interaction is not formalisable or rule-bound, but is locally managed and negotiated
in and through production [15]. Clearly, this can conflict with designing for formal rule-bound
machines. Accordingly, referring to conversational ‘rules’ Goodwin did not intend this to mean
some sort of forced or mechanical arrangement which speakers and listeners had to follow. Indeed,
in his writing, he includes examples that deviate from those rules. Rather, Goodwin was looking
for (and documenting) systematics in interaction — organisational forms that had some regularity
and that could be seen and used by speakers themselves in interaction. Although Gilbert et al. [27]
argued that conversation analysis could be employed to improve system interactions, frameworks
such as Goodwin’s, or the turn-taking systematics [71], do not map directly onto design. This said,
as Moore points out, concepts such as recipient design, repair and so on, are clearly relevant to
design [55].
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3 DESIGNING TAMA

The motivation for building gaze into Tama was four fold. First, research on the use of speech agents
in home settings has demonstrated that overlapping speech can be a serious problem. If two users
speak at once, a system can have trouble differentiating between which speaker to listen to [66].
Potentially, gaze could be used to differentiate between speakers. Second, we hypothesised that
gaze could be more natural than using a wake word — after all, we do not use a wake word when
we speak to other people (although we do use names in distinctive ways). Third, we hoped that a
gaze system might potentially be more accurate than a wake word activated system. While wake
word systems have advanced quickly, as any user will account, they often fail to activate or activate
accidentally. Even if gaze was less accurate on its own, in combination it could be potentially more
accurate. Fourth, in some settings gaze might be more appropriate than a wake word. In particular,
issues of privacy could mean that users would prefer a ‘double lock’ on their speech agent — with it
only listening when both gaze and a wake word are detected. These possibilities convinced us that
it was worthwhile experimenting with gaze.

In designing Tama, we wanted to explore the idea of how a smart speaker could be brought into
a conversation much the same way as another human conversational partner [31, 71], using the
offer of mutual gaze and its reciprocation. We designed a smart speaker device, somewhat like the
Amazon Alexa or Google Home, but responding not to a wake word (like ‘Hey, Siri’ or ‘Ok, Google’)
but rather the gaze of the user on the device. Secondly, we sought to have a device that could respond
to being gazed at, and returning its gaze. To provide gaze feedback, we designed a retractable
(Figure 1-left) spherical head containing two full-colour LED eyes with 180 degrees of movement
laterally, and 60 degrees vertically. This was mounted on a tapered cylindrical body section which
housed two OMRON HVC-P2 gaze detection cameras, a 7- microphone array (ReSpeaker v2.0) with
12 full-colour LEDs, a speaker, and a Raspberry Pi v.3B.

This configuration provided three conditions of activation and feedback for us to examine.
With the head retracted and the activation trigger set to the voice assistant’s wake-word the
device performed as a regular smart speaker, we call this the wake-word condition. Changing
the activation method to be the detection of gaze, but keeping the head retracted and using the
LED light ring for feedback allowed us to isolate the gaze input from output, in a condition we call
gaze-activated here. Finally, with the head providing gaze feedback and the camera’s providing
gaze activation we had the mutual-gaze condition. The mutual-gaze condition is our ‘full’ Tama
system — but having a system without the head output let us explore if having output actually
helped users interact with the system.

The interaction design described here includes the improvements designed to handle multiple
simultaneous users, added after the single-user trial described in Section 3.1. We used the same
light feedback for the conditions wake-word and gaze-activated for consistency, the default colour
scheme found in the API from Google Home or Amazon Alexa. The mutual-gaze condition did
not use the led ring, instead it uses the colour of the eyes and its position for feedback. These
colours were chosen around keeping the green colour consistently meaning ‘listening’ as in the
other conditions, and avoiding using red eyes as this is traditionally associated with anger and
aggression. As such, yellow was chosen as the ‘ready’ state (mirroring the yellow of a traffic light),
blue to indicate loss of gaze, and pink for an ongoing reply. The user interaction model in all three
conditions involved Tama moving between three states; Idle, Listening, and Responding.

Idle: Tama is waiting for interaction. In mutual-gaze condition, Tama looks straight forward
with the eyes displaying yellow status. In wake-word and gaze-activated no visible feedback is
presented.
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Listening: Tama is actively listening to a query. In the mutual-gaze condition, Tama looks
towards the detected gaze with the eyes displaying a green status. If the system detects two
or more users gazing at Tama it will iterate between the gazes, unless it could use audio to
differentiate that one was speaking, in which case it would ‘lock’ on that user until another
started speaking. In wake-word and gaze-activated conditions the status lights show a solid
green light.

Responding: Tama is retrieving a response from the server or playing the audio of that response.
In mutual-gaze condition, the eyes will be pink and will look towards any detected gaze. In
wake-word and gaze-activated conditions the status lights display a rotating green animation
found in the default smart speaker software.

3.1 Initial Tests

First, we conducted a laboratory study of single user interaction with Tama, with the hypothesis
that mutual gaze interaction would result in the participants having a better impression of the
interaction [47, 84] and be drawn away from their ongoing task less [13].

This was a within-participants experiment with counter-balanced conditions. In each condition,
the participant sat at a table with a printed list of 14 questions and Tama to their left. The experiment
was captured by two video cameras. 12 participants were recruited from the local university by
word-of-mouth (Two females and ten males, average age was 25.2). For this experiment, we focused
on the error rates in activation, the effect of the articulated head, and the users’ usability and flow
answers. We defined the error as Tama not being activated by an attempted wake word or gaze,
taking more than two seconds to detect the participants looking towards Tama or once activated,
not answering the query or the user having to query more than one time. As a result, the average
error rates were 17.6% (SD=13.9), 20.1% (SD=25.2), and 12.2% (SD=12.1) for the wake word condition,
gaze activation condition, and mutual gaze condition respectively. One factor ANOVA did not show
any difference between conditions, suggesting similar performance. The participants filled both
System Usability Scale (SUS) [12] and Flow questionnaires [85]. A one-way ANOVA on SUS showed
a significant effect for the condition (F(2, 22)=7.68, p=.003, ) on perceived usability in favour of the
mutual-gaze condition, as did a one-way ANOVA on the Flow responses (F(2, 22)=25.2, p=.000)
suggesting that participants perceived the gaze conditions to be less intrusive of their ongoing task,
in the follow-up interview this was reiterated as eight out of 12 participants mentioned that they
felt the repeated use of the wake-word cumbersome in this interaction scenario.

This experiment clearly showed that in a controlled setting, Tama could detect users gaze, and
respond to queries from users. As users were on their own, however, there was no (or very little)
speech that was not directed toward Tama, making any measure of false-positive activation difficult.
This was revealed as a larger problem than anticipated when we conducted an initial test of Tama
in a multi-party setting. For this pilot test as with the single-user test we placed Tama on a desk,
with users sitting at the other end discussing a travel task together. In the version of Tama we
tested, the head moved towards each new gaze that was detected by the camera, triggering the
listening state. With two users, this resulted in frequent accidental activation of the assistant that
had to be cancelled or waited out by the users. Secondly, if both users were looking at Tama, the
head would move between two users, moving between each head quickly, disturbing the user who
was talking.

3.2 Improving the Interaction

We addressed the accidental activation problem by moving from Amazon’s Alexa to Google’s Voice
Assistant. This provided API functionality necessary to cancel a query in process, and through
tracking the user that initiated the interaction we could then cancel an utterance if their gaze was
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not detected in a timeout period. This meant that if gaze was detected but not maintained in any
way, then any speech which was detected would be discarded and not sent to our speech system (in
this case Google). The result of this was the possibility that some valid queries might be discarded,
but it did deal with most accidental triggers (‘false positives’).

The second problem concerned Tama looking towards one user as the other user was speaking
to it. We tackled this by taking advantage of the directional microphone array. When the two users
engaged with gaze, Tama would change mutual gaze direction depending on the direction of arrival
(DOA) of the voice detected and lock it to the user speaking until both gaze and voice were detected
from another direction.

4 SEMI-NATURALISTIC SYSTEM TRIAL

For our main system trial, we employed a within-subjects design, recruiting eleven pairs of par-
ticipants to perform each of the three conditions. The trials lasted around 45 minutes, with the
longest lasting 53 and the shortest 19 minutes. This paper focuses on the analysis of 10 of the pairs
of participants — the eleventh pair of participants is not included in this data as they were unable to
be recognised by the system in either gaze conditions. We suspect that the ‘off the shelf” machine
vision chips in our cameras had a skewed training set which led them to be not able to detect gaze
in this group. Of the 20 participants, 13 identified as male, 1 owned smart speakers, and a further
12 reported using voice assistants on other devices regularly. All but one of the participants were
postgraduate students. Each participant received a $10 gift card.

4.1 Experimental Setup

We wanted to test the system in a semi-experimental setting that would partially approximate
how speech agents are used in settings with multiple people and ongoing, non-system directed
speech. Moreover, as our system was designed to integrate into conversation in a different way
than the existing ‘wake word’ model, we were interested in how system use could be incorporated
into ongoing talk. Interactions between users and the system, between each other, and between
each other about the system were important to study. Accordingly, we designed a task where two
participants were to decide and agree on a holiday destination, asking questions about different
cities. This task featured talk between the participants, but also queries with the system.

Each of the trials took place with the same setup. The participants were facing each other across
a table with the smart speaker equidistant from them, creating a conversational triad. Participants
were asked to keep within view of the cameras on Tama. Each trial was recorded by two GoPro
Hero 3 cameras, one positioned behind the smart speaker, and one positioned facing the smart
speaker — both provided a view of Tama and both participants. The trial was also streamed via
webcam to the authors in a separate room, who monitored the trial and started and stopped the
conditions on Tama remotely. One author entered the room to explain each condition and set up
the task for the users, leaving them alone to continue their discussion and use of the system.

We had one control condition (using the familiar wake word activation method: wake-word), and
two test conditions (gaze-activation and mutual-gaze). Each condition started with the participants
being asked to perform three scripted training queries each, both to familiarise themselves with the
interaction technique being tested and the constraints of successful speech agent query formulation.
Each pair started with the wake-word activation condition, followed by our two test conditions,
which were balanced in order. Starting with the wake-word condition was intended to provide
a baseline of gaze at a traditional smart-speaker in this context of use, which may have been
confounded had the participants been informed of, or had experience of, the system being gaze-
activated previously. While our analysis here does not follow this initial path, we believe that this
had a minimal impact on the reported results. All participants had used a wake-word based speech
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Mean (count) Median (st dev)
Wake-Word Gaze-Activation Mutual-Gaze Wake-Word Gaze-Activation Mutual-Gaze
Trial 1 7.70 (17) 24.81 (4) 10.45 (33) 6.59 (0.32) 24.81(13.13)  8.04(7.18)
Trial 2 8.18 (9) 7.75 (26) 5.76 (48) 8.37 (1.96) 5.99 (6.11) 5.74 (1.55)
Trial 3 6.76 (15) 8.73 (17) 8.33 (18) 6.5 (1.99) 552(7.38)  6.50 (7.18)
Trial 4 8.92 (26) 20.27 (20) 17.52 (29) 8.50 (2.29) 18.00 (14.97)  11.00 (14.08)
Trial 5 8.12 (21) 9.99 (24) 10.48 (30) 6.76 (4.22) 8.85 (5.18) 6.98 (9.44)
Trial 6 6.59 (32) 20.15 (8) 13.25 (26) 6.19 (2.80) 20.26 (10.90)  8.43 (13.37)
Trial 7 7.67 (26) 14.33 (15) 10.97 (16) 7.95 (2.48) 11.62 (11.05)  7.41(8.67)
Trial 8 6.61 (21) 10.42 (20) 11.70 (20) 7.00 (1.32) 8.00 (6.24) 7.50 (9.51)
Trial 9 9.46 (17) N/A 11.37 (16) 8.09 (4.84) N/A  8.25(6.36)
Trial 10 8.37 (21) 21.11 (15) 13.12 (28) 7.28 (3.77) 15.29 (14.76)  8.06 (9.87)
All Trials ~ 7.78 (205) 13.15 (149)  10.89 (264) 7.00 (3.14) 9.00 (10.83)  7.04 (9.52)

Table 1. Overview of Interaction Lengths (Seconds)

agent previously (with 13/20 being regular users) and were therefore familiar with this form of
interaction, and an analysis of variance of Flesch-Kincaid calculations on the transcribed queries
showed that across all three conditions there was no change in the complexity of language used
to talk to the voice assistant (F(2, 632)=2.47,P=0.85) indicating that query formulation was not
significantly influenced by repetition of the discussion task [8, 52]. In one trial (trial 9) there is no
data for the gaze-activation condition due to failure of the recording equipment.

4.2 Analysis Methods

The two video angles were combined and coded by the authors in group coding sessions, coding the
video for each system activation, its length and various aspects of its performance. Each attempted
interaction with the device in each condition was coded with a time taken from the moment the
participant started an attempt (from their initial attempt to direct their gaze towards the device
before initiating a query, or when they started to say the wake-word). The end of the interaction
was determined by either the abandonment of the query attempt (signalled by a return to the
ongoing conversation with the other participant or a change in the query), or the time at which
the assistant started to play its answer to the query. The number of repetitions necessary to get
to this point was counted, along with determinations of whether the query was misspoken by
the participant, or if the attempt at achieving gaze lasted more than 2 seconds (which we called
a prolonged pre-). This resulted in a total of 618 interaction attempts, with 205 in the wake-word,
149 in the gaze-activation condition, and 264 in the mutual-gaze condition. We wanted to take a
mixed-method approach and understand what was happening with our gaze system beyond the
system statistics. As our earlier designs of the system had been informed by the work of interaction
analysis and conversation analysis, we employed this approach in turn in analysing how the system
came to be used. So, alongside this analysis of the timings of usage of the system, we extracted
individual video clips of each question asked for further analysis.

5 RESULTS
5.1 System Performance

Table 1 shows an overview of the average lengths of interaction in each condition in seconds. In
general, we can see that the wake-word condition provided the shortest interactions, with the least
variation. The wake-word condition is followed by the mutual-gaze condition with an average of
3.11 seconds (28.5%) longer spent to achieve feedback, with the gaze condition taking on average
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Fig. 2. Distribution of Interaction Lengths
Mean length Count (% of total)
Wake-Word Gaze-Activation Mutual-Gaze Wake-Word Gaze-Activation Mutual-Gaze
Successful Interactions 7.42 6.98 7.54 192 (94%) 76 (51%) 190 (72%)
Single Queries 7.42 7.58 7.64 192 (94%) 85 (57%) 199 (75%)
Repeated Queries 14.3 22.47 23.07 10 (5%) 56 (37%) 57 (21%)
Abandoned Queries * * * 3 (1%) 8 (5%) 8 (3%)
Prolonged-Pre Queries * 22.32 21.93 0(0%) 26 (17%) 21 (8%)
All 7.78 13.15 10.89 205 (33%) 149 (24%) 264 (43%)

Table 2. Successful and Problematic Interactions

5

5.34 seconds (40.9%) longer. This means that the condition where queries started by ‘Ok, Google
(wake-word) was fastest, followed by the condition where users looked at the device and the device
looked back (mutual-gaze), while the gaze activated but no mutual gaze condition (gaze-activated)
was worst of all. However, looking at the box-plot in Figure 2 and the standard deviation and the
per-trial averages in Table 1 we can see that this was not uniform. The longer interactions were
epitomised by the occurrence of repeated queries. As can be seen in Table 2, these repetitions
were much more prevalent in the gaze conditions. Overall, a Welch’s ANOVA (Levene’s P=0.000)
showed that the effect of condition on length was significant (F(2, 254.24)=24.43, P=0.000) as did a
Kruskal-Wallis Non-parametric ANOVA (H=12.156, P=0.002), suggesting that gaze interaction in
our test conditions was significantly slower for the users.

The source of the extra time taken by the participants was split between two problems, which
will be examined in detail later. The first was difficulty in achieving and maintaining gaze with the
system to initiate the interaction, which we label ‘Prolonged Pre’. This draws on the concept of a
‘pre-beginnings’ (shortened to ‘pre-’ in this paper) in conversation, where recipients who want
to become next speakers claim a turn before speaking, sometimes through physical rather than
spoken means [38]. The second source was repetitions of the actual query, where some problem
(usually the response or non-response of Tama in some way) prompts the participant to repeat
their initial query.

Table 2 shows the number of queries in each case and the difference in average interaction
times. We choose a cut off of two seconds for our prolonged-pre as this is around the time it takes
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to speak the Google Home wake-word ‘Ok, Google’ and receive a confirmation beep. This can
be seen in comparison to the pre-beginnings seen in smoother interaction sequences, where the
user was able to activate and use the system without hesitation and or repetition taking longer
than that. Both gaze conditions also had many more repeated queries. The mutual-gaze condition,
however, did have a lower repeat rate than gaze-activation, demonstrating that having the feedback
of the movable eyes to establish mutual gaze seemed to improve the efficiency of activation and
interaction. It is interesting to note that the median interaction time between the wake-word and
the mutual-gaze condition are only 0.05 of a second different overall when there are no problems
with the interaction. Also, when the repeated queries and those with prolonged pre’s are excluded
(as labelled in Table 2 as Successful) there is no significant difference between conditions (Kruskal-
Wallis, H=2.735, P=0.255), which can be taken as an indication that when the interaction went well
it was as good as using the wake-word. As shown by both the SUS and Flow results from the single
user trial, this form of interaction has the potential to be significantly better in terms of usability
and fit with ongoing tasks without sacrificing speed of interaction.

Troubles in starting the interaction were infrequent in the wake-word condition, even those
cases where they forgot to say the wake-word were repaired by the participants in under 2 seconds.
In the mutual-gaze condition, 8% (21) of the queries suffered from ‘prolonged-pre’. This increased
in the gaze activation condition, to the point where 17% (26) of the interactions suffered from
‘prolonged-pre’ as the participants struggled to either activate the system, or recognise that it has
been activated and begin to voice their query.

There were situations when the participants successfully initiated the agent and began querying
the system yet still had a number of repeats. We can see from Table 2 that these were evenly split
between the two gaze conditions in both number and the length of time the participants took to
eventually get an answer from the system. In these situations the main reason observed for this
repetition was the interaction designed to prevent the assistant responding to glances at the devices
without the intent to trigger a response. This meant that if the participants looked away for more
than the timeout (average 3 seconds) while the query was being voiced the query never received
an answer and, if the participants chose to persevere with this same question, their next attempt
counted as a repeat. While this will be examined in detail in later sections, these design decisions
resulted in 167 cancels by the system during the trials, reducing the number of false activation to
7. This met our goal of limiting false activation, but at the expense of cancelling potentially valid
queries made by users forcing them to repeat.

5.2 Video Analysis of Tama in Use

While Tama is not quite as fast or reliable as a wake-word based system, as a new type of speech
agent these results are at least promising. So as to improve this system further, we used the video
recordings to examine cases where Tama had problems in its interactions with users. Drawing on
interaction analysis, and informed broadly by the conversation analysis literature, we examined
the recorded queries to look for revealing cases of interaction. From recordings of Tama’s use,
we extracted a corpus of 175 videos, distributed across the ten different trials. In focused analysis
sessions, we watched all the video clips of each trial twice, to gain an overview. Informed from our
developing analysis, and the quantitative analysis, we extracted a set of 28 video clips for more
in-depth analysis. Each of these video clips was selected for illustrating either smooth use of the
system, different problems that were emerging from our analysis, or other behaviours that we felt
were interesting. These were analysed in more focused data analysis sessions. Our goal in these
sessions was to explore the individual differences in the use of the system, both for individual users
and trials, but also how the system worked or failed overall. We also sought to understand the
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P1l: wWhat is south of (1.0) of turkey (1.0) [*]

P,->P)———— e ——— > (P, looks down)
Pl: (1.5) What [countries are south] [*] of Turkey(5.0)
P2: [°one two three four five?]

P> Pi<—>[] ~mm e e oo
T: According to Wikipedia Turkey is bordered by eight

(Purple)Pi=>P; Q->P)m = e e e e e
T: countries Greece and Bulgaria to the north west
T: Georgia to the [north] east

P2: [yup]

Fig. 3. A relatively smooth query with Tama

different behaviours and uses of the system overall, as well as how different problems emerged in
use.

We will look at five examples of Tama being used, four from the mutual-gaze condition, and
one from the gaze-activated condition. Our first example (figure 3) is of a relatively smooth usage
of Tama, our second is of an extended ‘pre-’ sequence, where a user has to work to get Tama’s
attention, while our third and fourth examples are of problems with the use of gaze. Lastly, we look
at an example of a user ‘jumping the gun’ and repeating a question before Tama has answered.

5.2.1  ‘What countries are south of turkey?’ Figure 3 gives an example of a relatively unproblematic
interaction with Tama. We have added a ‘glance track’ under the transcript of what was spoken. As
gaze is one of the most important aspects of Tama it is important to be able to see it in time with the
talk and Tama’s replies. The arrows indicate gaze — such as P; — — > P, for participant one looking
at participant two, with mutual gaze indicated by a double-headed arrow, e.g. P; < —— > P,. An
extended gaze is shown by an extended line until the point in the transcript when the gaze was
broken. Tama is indicated by the small Tama icon. For the transcripts themselves, we have made
use of a limited form of Jeffersonian transcription [34, appendix a][63]. The numbers in (brackets)
indicate pauses, and we have broken these out into multiple (items) where the gaze changes
(indicated on the gaze track). The transcripts also show overlapping talk by the use of square
brackets [around the speech that overlaps]. We have also added photographs of the interactions,
with their place in the sequence indicated by an * in the transcript.

Returning to figure 3 you can see that the video starts with participant 1 looking at her partner
and saying “what is south of turkey”. She then looks down at the assignment card (which does
not mention Turkey), and then turns to look at Tama. After 1.5 seconds, Tama moves its head
and establishes mutual gaze. She then asks her question of Tama: “What countries are south of
Turkey”. She uses a slightly different wording when she asks Tama, compared to when she is talking
to her partner, as she adds the word “countries”. As she is asking the query, her partner counts
(whispering) the neighbouring countries that they have already written down. She keeps looking
at Tama during the five seconds when they are waiting for it to answer, and five seconds after she
finished asking her question the lights turn pink, and it gives its answer to the question. As Tama
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[Je](z 2) °Look at me°(0.9)
P1—> ->p, P,<- >g

Pl: Wh. What sound does a lion make (2.5)
Pi<=> [ m e >p,<->f

P2: Sorryff=
T: * =This is a lion :
P,->f) P,->P; §->Pm—mmmmm (tama looks between P; and P,)

Fig. 4. Extended pre- to gain attention

answers, she turns to look at her partner, but Tama keeps looking at her. It is notable how there is
less than a one-second break between talking to her partner and talking to Tama, and how after
the answer they quickly move back to looking at each other, with the second participant saying
“yup” as Tama lists the countries. Notably, as Tama speaks, the participants look away and look at
each other, not needing to maintain mutual gaze with Tama after their query is answered. This is a
clear example of the smooth use of Tama that was hinted at from our single-user test — a query
asked and answered without the need for a wake word.

5.2.2  Problems with Pre-. Unfortunately, using Tama was often not quite as smooth. One of the
issues that we had identified while coding the videos, and that we counted in Table 2 above, were
cases where there was some sort of ‘prolonged pre-’, where users struggled to get the attention
of Tama. In a prolonged pre, a user needs to make extra efforts over two seconds to initiate the
query with Tama. In the extract above after looking at Tama it takes 1.5 seconds to respond. But
in many cases, Tama would take longer, or require extra actions, before it would respond and the
participant would start their query. Indeed, 11 % of queries for Tama featured a ‘prolonged pre-’ of
over 2 seconds. But why did these prolonged pre- sequences happen?

In Figure 4 P1 is starring at Tama for 2.2 seconds without Tama breaking its gaze from the other
partner P2. She (P1) quietly says ‘look at me’ and this causes Tama to turn and look at her — with
mutual gaze finally established as she says ‘me’, after which she waits 0.9 seconds before then
speaking her query (with a slight dis-fluency at the beginning - the “Wh” ). Here Tama starts by
being ‘locked’ on the wrong conversational partner, who is not speaking, and appears to fail to
notice the attempt by participant 1 to gain Tama’s attention. We had not told participants that
making noise would cause Tama to change whom it looked at, and so sometimes they would
accidentally discover (as in this case) that making a noise would cause Tama to turn to them. In
some other cases the cameras on Tama would be responsive to one participant over another, and
so would seem to be locked to one participant despite the efforts of the other to respond to them.
Participants would make exaggerated gestures with their head to try and ‘trigger’ Tama (somewhat
like the speech patterns users use with speech agents). After establishing mutual eye contact,
the participant asks her question, and as she does she glances down. Tama remains looking at
her, however, and it is not until she is finished her question that it quickly glances at the other
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Fig. 5. Waving or hiding face to manage Tama’s attention

participant before moving back to look at her. This prompts the other participant to say sorry and
start to laugh, just before Tama answers the question.

As we discussed above in the background, Goodwin’s analysis of gaze in talk gives a number of
examples where speakers start their turn in talk before gaze is obtained. Talk can then either display
disfluencies, such as multiple restarts, or can restart proper when mutual gaze is obtained. In this
way, talk acts as a sort of ‘pre-’ attempting to gain the attention of the other speaker before proper
communication commences. In this case here, the participant does gain mutual gaze, through saying
‘look at me’, and only when she has established mutual gaze does she start her query properly.
Indeed, she starts her query with “wh” pausing slightly then speaking her query. These are known
as false starts, and are relatively common at the start of new turns where there has been a problem
with gaining the attention of a speaker [16]. While the participant does then successfully ask her
query and get an answer, Tama actually turns to look at the other participant just after she has
finished speaking her query. This leads the second participant to say “Sorry” and start to laugh just
as Tama replies with the “This is a lion”, with Tama looking back and forth between participants at
this point.

The prolonged-pre here takes just over 3 seconds, before the participant and Tama achieve
mutual gaze and she starts her query. It is important to note that in this case the problem here was
not one of inaccuracy in the recognition of gaze. With the participants looking at Tama (photo
top left, figure 4) it is ambiguous which participant Tama should look at. This ambiguity is solved
when participant 1 speaks, and Tama then turns to look at (and listen to) her.

The apology from participant 2 here is interesting as an example of a participant ‘explicitly’ talking
about, or manipulating their gaze with the system — to the point of accounting for accidentally
attracting Tama’s gaze. While we had designed Tama as a ‘natural’ speech agent, the problems
with its use meant that at some times participants explicitly discussed or engaged with their gaze in
using the system. In another example, a participant moved their hand over their face to block their
gaze from Tama so it would look at the other participant. Clearly, it seems that our trial participants
felt some sort of joint responsibility in using Tama, or at least in not disturbing another users’
query. Both the ‘look at me’, and the ‘sorry’ in this extract are cases where the management of gaze
became an explicit issue for the participants, something that had to be managed as an additional
aspect of using the system.

Similarly, in some cases a participant would struggle to establish mutual gaze at the beginning
of a query, and would have to resort to restarting queries, repeating a query, or even more explicit
efforts like waving or moving their head (figure 5). Doing any of these would slow down the query
overall, leading to a longer mean query time.
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Pl: (1.2)(0.5) What is the national dish of Bulgaria
P> Pi<—=—>f m e —

Pl: (1.3) (1.0) (1.3) What is the national dish of Bulgaria

Pl: (0.4) (1.3) (1.3)
-——-> P,->f *((P, tilts head* then back*)) P, <-=—>f] ————-

Pl: What is the national dish of Bulgaria? (4.6)

T: On the website kashtical dash tourist dot com they say
--------------------------------------------- > B->p,

Fig. 6. Speaker loses mutual gaze during query

5.2.3  Problems with Gaze. In successful cases, the participants used gaze and speech to maintain
Tama’s ‘attention’, and they continue talking until they have completed their query, after which
Tama then fetches a response from the voice agent service. However, in some cases participants
had problems with Tama not responding to a query forcing a participant to repeat or even abandon
their query.

One cause of problems would be if Tama lost mutual gaze long enough to cause it to abandon
the query and stop listening. Due to system failures of the gaze cameras, for some participants this
could happen multiple times — even if the participant was actually maintaining their gaze with the
system. When Tama lost gaze, the LEDs would flash blue to indicate that it was about to cancel a
query. Then, around two seconds later, if it still detected no gaze it would abandon the query and
move its gaze away.

In figure 6 we can see a participant ask about the national dish of Bulgaria, having to ask the same
question three times before getting Tama to reply. Shortly after the participant asks the question
the first time, Tama stops detecting the participants gaze — presumably because of a problem with
the gaze cameras. It indicates this with a short blue flash. This prompts the participant to repeat the
question. Despite this second attempt, Tama still does not seem to have detected the participants
gaze, and it actually looks away and stops listening at the end of the second query.

After repeating their question, and losing Tama’s gaze, the participant here moves their head
back and forth, a motion which seems to trigger Tama to regain mutual gaze finally. After briefly
waiting, he then repeats his query for the third time, and then he finally gets his answer. Goodwin
discusses the loss of mutual gaze between speakers he gives examples of cases of participants
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=

Pl: How l far is Burmas capital from Bangkok

Pl: (2.4)(3.6)(l.0)How far is burmas capital from bangkok
P,->B P,->[] (green) ————— - o

T: (3.3) im sorry I cant help with that

Fig. 7. Speaker does not establish mutual gaze during query (gaze activation)

moving their body or gesturing so as to ‘regain the attention’ of the listener, and this seems to be
the case here.

While this was not a hugely successful use of Tama (17.4 seconds for one query) Tama does at
least give some feedback that it has not successfully heard a query. This is perhaps what leads to
the rapid query repeats — with a wait of 2.3 seconds after the blue flash (indicated as "(BLUE)" in
Figure 6), and 2.6 seconds after losing Tama’s gaze the second time, before the user retries. After
the successful query he waits 4.6 seconds, suggesting more confidence in the query — and he, in
fact, does get an answer in the end.

While this is an example of Tama failing to detect gaze, participants also had some problems
themselves with maintaining gaze throughout their query. Users’ ‘loss of gaze’ involved users not
establish or maintain gaze with Tama as they spoke. In particular, when participants looked down
to their notes, or to the card describing the test, they would break eye contact with Tama. If they
did this for long enough Tama would assume that this was not a query and would stop listening.
This lead to episodes where participants would stop speaking, and an attempt to re-establish eye
contact before continuing with their query, or participants repeating their query as they heard no
response from Tama.

In figure 7, the participant starts his question without actually looking at Tama, and so Tama does
not activate. In fact, he actually looks at Tama right as he finishes his turn — something common in
talk as we can ‘select the next speaker’ [71] by looking at them. Unfortunately, Tama’s interaction
design means that it only starts listening — triggered by gaze — exactly as he stops speaking. After
waiting 2.4 seconds he seems to notice his mistake, looks down then back up again and after 1
second looking at Tama, the system lights go green and he starts his query again. Unfortunately,
while the system responds, in this case the speech agent itself seems unable to answer the question.

This extract is from the ‘gaze activation’ condition for our test of Tama - so the system did not
look back at the user, but instead flashed different colours to confirm that it had ‘seen’ the user.
As the quantitative results show, clearly this had some implications for users successfully getting
Tama to respond to their queries. In the gaze activation condition data, we observed that users
would fail to establish their gaze or drop their gaze while talking to Tama, (as in figure 7). It appears
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Pl: (0.2) wwhh. how far away. i.s. mars *(3.0)

P,<->f B->P, Pi<->-——m-- > B->P, P;<->f —-->

Pl: How f[ar ]

T: [fift]y six million kilometres (m)
P<->0---—>

Fig. 8. Speaker repeats query while Tama answers

that the lack of appropriate feedback from Tama in the ‘gaze activation’ condition caused users to
themselves make less use of gaze when interacting with the system, which led to higher error rates
with this condition compared to the ‘mutual gaze’ condition.

One challenge we faced in designing Tama was that it requires (in order to distinguish incidental
glances from attempts at interaction) some sort of maintenance of gaze to be triggered to completion.
Goodwin actually points out that speakers need not look at listeners throughout their utterance
— it is usual for them to look away after they have established mutual gaze at the beginning of a
turn. While listeners usually should be expected to hold mutual gaze with a speaker, this is only if
that speaker is looking at them. Yet as we had designed Tama it required gaze at least once every 3
seconds regardless of the conversational context. In this way, Tama’s design actually conflicted
with Goodwin’s description of how gaze works amongst humans. Of course, we were not designing
a system that had anything like the sophistication of a human — and so perhaps these sort of issues
are to be expected, but clearly designing gaze into a system is more than simply ‘simulating’ what
a human would do in this setting, and perhaps following this could at times be misleading (a point
we return to in our discussion). In the mutual gaze condition this was less problematic — although
our instructions described Tama as a ‘gaze activated’ system we did not tell them they needed to
look at Tama throughout their query, but users on the whole successfully maintained eye gaze, or
learned very quickly that this was how to make Tama work.

5.3 Jumping the Gun

After the speaker has finished their query they need to wait for a small period of time before
getting an answer from Tama. This was usually around 1 to 2 seconds, but it could be longer due
to network and processing delays. At this point, in most cases, Tama speaks an answer to them.
Yet sometimes Tama has not heard them correctly, and they need to repeat their query. How long
should a speaker then wait before asking the question again? If the participant started to voice
the query again while Tama was processing Tama could answer while they were speaking, while
waiting too long if their query had not been detected would result in them having to initiate the
interaction from the beginning.

It seems like participants were good at judging how long to wait — in only ten cases (2%) did
their repeated query overlap with Tama’s response (figure 8). In this case, the participant ‘jumps
the gun’ and tries to repeat their query while Tama is still processing. As he is speaking the query,
this participant looks down to the card which describes the task. This question is one of the three
‘sample questions’ that we had provided, and the participant seems to look down on the card and
read the question as they are speaking it. As he gets to ‘is mars’ he looks down and then back
up again as he finishes the sentence. However, these pauses were all quite short and Tama keeps
looking at the participant, even though they are not looking at it. In the end, Tama does answer
correctly, although overlapping what it says with the participant.
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This example suggests that some sort of feedback about when Tama had received a query and
was ‘thinking’ (specifically, waiting for feedback from Google). This would have indicated to users
that they did not need to repeat their query and that the system was about to answer. This sort
of ‘received’ behaviour is noticeable in conversation with people by ‘holding the turn’ behaviour,
such as ‘err’ or other non-verbal-noises, or gestures [16].

Lastly, when Tama actually answers, our participants listen to the answer, although in some
cases it can become apparent that an incorrect answer is being given (such as figure 7). Sometimes
this was not due to a problem with Tama, but either an ill phrased question by the participant,
or a limitation in the Google Assistant service. In about 26 percent of Tama questions an answer
was given that we considered not to follow the intent of the listener, with about 2 percent being
the speaker mis-phrasing their question, and about 24 percent an issue with Google, or Tama in
understanding their question.

In some cases, the participants turn their attention away from Tama when they realised that the
wrong answer has been given, turning their attention to each other and discussing the error almost
immediately after it is detected. Interestingly, this might seem as a discourtesy to a human speaker,
but this does not seem to affect participants when it is a speech agent they are dealing with. Again,
this is suggestive of the point that while participants were successful in using gaze to interact with
Tama to some extent, they did not treat it exactly the same as a human conversationalist.

6 DISCUSSION

While our results are focused specifically on using gaze as part of a speech agent, we can also draw
lessons more broadly for designing with gaze as part of an interactive system. In our discussion,
we first focus on specific design lessons for how gaze might be used in system design. Second,
we discuss the relationship between human-human interaction and human-system interaction in
design. Lastly, we discuss more broadly how gaze might be adopted in interactive systems such as
social robots.

As an overall reflection, our semi-experimental setting was in some ways more challenging than
the familiar home environments that speech agents are generally used in. First, the system had
to deal with multiple users during most of its use; for some of the queries users read from the
instructions we had given them; and the queries were focused on a specific task (planning a holiday)
rather than the usual mix of home automation and media control that home speech agents are
used for [2]. However, in home environments there would also likely be more overlapping speech,
less clearly spoken commands, not to mention questions about lighting and if gaze was actually
detectable [19]. As a non-naturalistic test, this experiment focused on the design issues around
gaze, when and how gaze interaction with speech agents might actually fit within the complex and
shifting contexts of real-world use is an interesting avenue of research for future work.

6.1 Design Lessons

Our experiments and design iterations with Tama show that as a method of interacting with a
speech agent gaze has promise, and that at a basic level, conversational interfaces can be successfully
augmented with gaze. This initial implementation allowed us to surface the interesting cases in
which users adapted to, and made use of, the mutual gaze that Tama could support. Clearly, giving
feedback to users through the movable eyes improved the accuracy of the system. In part, this
could be down to the head encouraging users to maintain gaze with the system when they spoke
their query prevented accidental cancellation. This also resulted in a lower rate of prolonged pre-
sequences, which could point to users being more quickly or easily interpret the mutual-gaze as
feedback that Tama was listening compared to the bottom light ring. Prolonged pre-sequences
did still slow the system down somewhat — partly because Tama could ‘lock’ onto the wrong user.
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When Tama did not gaze back at the user who intended to start an interaction, or Tama looked
at the other participant instead, they felt obliged to negotiate, or to make some noise or gestures,
until they managed to secure the desired mutual gaze, even though this was entirely unnecessary.

While our video data has not been coded to completely measure the accuracy of the system
with respect to it discounting glances towards the system that were not intended to result in a
query (we have the false positives, but no indication of the false negatives), on the surface the
head seemed to improve this somewhat. One interesting supposition around this could be that,
following human-human conventions [e.g. 4, 45] on gaze-aversion, our participants were more
surreptitiously in their incidental glances towards the device when it had the possibility of making
eye-contact and this behaviour made it more difficult for the cameras to detect these incidental
gazes. This all points to the issues that the complexities of human communicative behaviour can
bring when harnessing them for system interaction. These are nuanced, contextually and socially
dependent behaviours that require careful abstraction — and feedback that exposes the nature of
that abstraction. This surfaces a design opportunity where mutual gaze from Tama can determine
who the speaker is, and provide instruction through the withholding or providing mutual gaze as
to whether the speaker should proceed with their interaction.

One challenge in integrating gaze into systems is the question of how to deal with multiple
users [69, 77]. We had specifically designed Tama so that it could support multiple users together,
with a relatively flexible shift in interaction for users between talking to each other, and to the
system. Gaze then offers the potential for dealing with a system that can dynamically switch
between users without the need for explicit commands. This could also be combined with face or
speaker recognition to support systems that can dynamically shift between user contexts, providing
personalised information or even withholding personalised information when others are detected.

In our experiments, we explored replacing one part of speech interaction (a wake word) with
gaze. This suggests that gaze can be used as an effective way of initiating interaction with a system.
Indeed, there is an analogy here with recent smartphone designs, which also make use of gaze
detection to start (and authenticate the user) [6, 33]. Gaze at different parts of a conversation
has different meanings (at least in human-to-human interaction). Drawing on Goodwin, we also
discussed how gaze differs for speakers and listeners, who are of course not fixed as a conversation
unfolds. However, moving into other parts of the conversation will require unpacking the speech
agent to allow an ongoing understanding of the conversational context to be exposed — most
current instances separate the transcription from the action, only processing for context after the
utterance is complete. With this finer control over the interaction, however, there are a number
of possible behaviours that could be included. One would be to control for query interruption by
detecting a change in speaker and then discounting ongoing speech for a short period of time until
gaze is re-established and a restart that can be contextually matched with the interrupted query is
detected. We have unpacked such restart behaviour in the results section above, and leveraging
this for interaction would provide a measure of robustness to the interactions.

Lastly, while we have designed and discussed Tama as a speech agent, rather than as a social robot,
it clearly has some features that are similar to those deployed in social robotics. One interesting
observation from our results that has resonance with the design of socially oriented interactions
is the way in which our participants accounted in conversation for the actions of Tama. In our
design, Tama was purely reactive meaning that the actions of the system were fairly easily (if
not always accurately) visibly accountable to our participants in relation to their own bodily and
conversational interactions with the system. This was used especially around more problematic
interactions, easing any interpersonal component to the troubled interaction with the system and,
to some extent, signalling collaboration and support in the shared challenge of the interaction. In
the design of social robots, such accountability may become more difficult, at the same time it could
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be posited that as the complexity and the sociality of the interaction with the system increases such
accountability will be more valuable when the interaction runs into trouble. While surfacing the
internal state of the system for all actions would be interactionally burdensome, we suggest that
where such a social robot changes interaction partner, topic, or other states important to the ongoing
social context that some accountability cues be provided to ease the human interactions happening
alongside the system ones. Another lesson we take for the design of robots is the importance
of understanding and designing for conversation in robot interaction. Drawing on conversation
analysis gave us particular resources for understanding how gaze unfolds, and when and how Tama
could behave and make use of gaze. Understanding the different phases of conversation — and the
different roles that a system and users might play have been useful in this case. This said, we do not
mean to suggest that only with a holistic understanding of the context and intent of the user can
such interaction be successful. Designing systems that can act in conversation will depend upon a
subtle understanding of not only talk in interaction as it happens, but also the co-development of
systems that while they will always likely have a partial and faulty understanding and behaviour,
can at least work in tandem with humans to a workable extent.

6.2 Minimally Anthropomorphic Design

A more general point concerns how we went about our design of Tama in the first place. One
initial inspiration for designing the gaze interaction with Tama was to take advantage of how
individuals manage conversation. While Tama has some limited robotic features, it is clearly not an
anthropomorphic robot like Pepper '. The concept of anthropomorphism is often talked of as a
complex combination of physical design, interaction design, and users simplifying and projecting
human-like intents to make sense of the system behaviour and mould their interaction with it
[42, 61]. Here our goal was to perform that simplification and projection in design, producing an
interaction that was not human-like in its behaviour, but would take advantage of learned skills in
human interactions. We sought a system that would use, and enable the use of, gaze in a similar way
to a human co-conversationalist, yet while clearly not looking like a person or performing the range
of nuance and meaning that a human actor is capable of. In some ways, this echos Levillain and
Zibetti’s behavioural objects and the move away from humanoid or zoomorphic design [51] while
performing human-readable behaviours. Yet in our case, the focus is squarely on functionality. We
did not aim to give Tama behaviours that made it seem human, or alive, but to limit the interaction
and expression to a minimally anthropomorphic design in order to reduce the expectations of nuance
and complexity such interaction may engender in users. Our expectation was that people would
use their interactions with others as a resource for understanding and shaping their behaviour
with Tama. Clearly, as the qualitative analysis above shows, this was at least partially the case.
In some ways, we are echoing many of the early CSCW debates around speech systems, and
their relationship to conversation analysis, and it is fascinating to see this resurface with more
contemporary technology [14, 15]. One early CSCW debate around speech systems was that in
attempting to follow ‘rules’ of conversation, any speech system would necessarily follow a much
simplified model of how human to human interaction works. The ‘rules’ that we have discussed
from Goodwin, for example, are not some sort of hard and fast instruction for action. As with rules
more broadly in conversation analysis, they are better thought of not as production rules, but rather
as templates that can be used to understand the action of others, and in turn how others would see
the actions of oneself. It is not that listeners need to always manage their gaze in correspondence
with Goodwin ‘rules’ but rather that actions will be seen in light of these interactional structures.

Thttps://www.softbankrobotics.com/us/pepper
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If we look at our data we can see that when Tama behaves in ways that have a similarity to
human interaction, it can be responded to and understood by its users. But also that when things
go wrong users can dynamically rethink how they are using (in our case) gaze. This is a wonderful
example of the flexibility of interaction. When Tama goes wrong, it is not of particularly interesting
in an of itself that the use of the system ‘broke down’, but rather that users adopted different
strategies to try and get their queries answered (such as waving their hands at Tama, or hiding
their face). We take this as evidence that drawing on conversation analysis — and the idea of the
system in interaction more broadly — can be productive for design. Yet we must always be aware
that users themselves are dynamic and flexible, ready to abandon and try different approaches if
need be.

We must also understand and expect that many of the conventions of human conversation
examined in the conversation analysis literature are not desirable in the design of most interactive
systems. In the same way that the conceptual paradigm of ‘direct manipulation’ settled, in most
interfaces, a considerable distance from tangible [39, 57, 75], most interactive systems would not
benefit from the considerable burdens that the complexities of human communication encom-
pass. Interactions with a virtual agent need not be managed to ensure future civility [3], nor be
interspersed with rituals to manage face [29], or carefully disengaged with an so as not to cause
offence [30]. This echoes Moore & Arar [56] in their selection of patterns of interaction from
Conversation Analysis which can be readily applied to conversational user interfaces, which they
see as something which future research in both CA and HCI can add to. The understandings of
human interaction drawn from the social sciences should be seen as a pallet for design in HCI,
rather than a template or goal.

6.3 Future Designs

In future work we plan to continue the development of Tama along two paths. The first is to
continue to experiment with interaction for speech agents, working to increase the accuracy and
interaction in the response to what we have found out in the trials reported on in this paper. This
initially will involve experimenting with both more complex models of gaze interaction to better fit
with the conversational agent’s place in social context, as well as feedback methods to allow users
to better understand the state and interaction with both gaze and voice. The second is to develop
Tama as a platform to better understand human gaze as a sociological, communicative function of
human interaction. By providing the tools to script, record, and adapt interactions with gaze we
hope to enable a deeper understanding of just how and why groups of people use gaze in certain
ways.

7 CONCLUSION

In this paper, we present Tama, a gaze-enabled voice assistant, and exploratory trials in both single
and multiple user scenarios. We used the video recordings of 10 trials to analyse users interaction
with Tama in three conditions, showing that gaze interaction resulted in a better user experience
when it included gaze output as well as input. Our study suggests that gaze can be used to augment,
or even replace, the wake-work in initiating interaction with speech agents. We examined in detail
exactly how gaze interaction can benefit of ongoing co-present conversation, for example providing
a clear signal of intent and intention while interacting with the system, and situations where it
caused problems, such as users pausing and restarting their queries in response to eye-contact
as they would when in conversation with a human to the detriment of their interaction with the
system.
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We begin here to unpack the complexities of designing with gaze for multiparty conversationally
situated interaction. As voice interfaces and speech agents continue to be deployed into more
varied contexts, we hope that this work will inspire and guide future research in this area.
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